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Abstract: We present a conjugate duality approach for multifacility minimax location
problems with geometric constraints, where the underlying space is Fréchet and the dis-
tances are measured by gauges of closed convex sets. Besides assigning corresponding
conjugate dual problems, we derive necessary and sufficient optimality conditions. More-
over, we introduce a further dual problem with less dual variables than the first formulated
dual and deliver corresponding statements of strong duality and optimality conditions. To
illustrate the results of the latter duality approach and to give a more detailed characteri-
zation of the relation between the location problem and its dual, we consider the situation
in the Euclidean space.
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1 Introduction

Facility location problems are known for their numerous applications in areas like computer sci-
ence, telecommunication, transportation and emergency facilities programming. In the frame-
work of continuous optimization where the distances are measured by gauges, two kinds of
location problems are particularly significant. The first one consists of the so-called minisum
location problems and has the objective to determine a new point such that the sum of distances
between the new and given points is minimal (see [2, 3, 4, 10, 14, 17]). The second class contains
the so-called minimax location problems, where a new point is sought such that the maximum
of distances between the new and given points will be minimized (see [5, 6, 9, 12, 13, 16, 18, 20]).
The latter type of location problems was extensively studied in [23] in the context of conjugate
duality.
The central concern of this article is the consideration of a more general and complex problem,
namely the so-called multifacility minimax location problem (see [7, 19]), which has attracted
less attention in the literature compared to the multifacility minisum location problems (see
[8, 11, 15, 21]). The objective of the multifacility minimax location problems is to determine
several new points such that either the maximum of distances between pairs of new points or
the maximum of distances between new and existing points is minimal. In our analysis we will
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use the results recently presented in [22] for multi-composed optimization problems to deliver a
detailed duality approach to this type of location problems. In concrete terms, this means that
we formulate an associated conjugate dual problem as well as derive necessary and sufficient
optimality conditions. Especially, we show that in the settings where the underlying space is
Fréchet and the distances are measured by gauges of closed convex sets strong duality can always
be guaranteed.
Further, we introduce another dual problem reducing the number of dual variables compared
to the first formulated dual problem. Continuing in this vein, we will also employ a duality
approach including statements of strong duality and optimality conditions.
As the most location problems are considered in Euclidean spaces, we particularize the latter
case in this context and show that we have a full symmetry between the location problem, its
dual problem and the Lagrange dual problem of the dual problem, which means that the La-
grange dual is identical to the location problem. Finally, we close this paper with an example
showing on the one hand how an optimal solution of the location problem can be recovered from
an optimal solution of the associated conjugate dual problem and on the other hand how we can
geometrically interpret an optimal dual solution.
To this end, we start with recalling some preliminary notions and results from the convex analysis
needed for our approach.

2 Preliminaries

2.1 Elements of convex analysis

Let X be a Fréchet space and X∗ its topological dual space endowed with the weak* topology
w(X∗, X). For x ∈ X and x∗ ∈ X∗, let 〈x∗, x〉 := x∗(x) be the value of the linear continuous
functional x∗ at x. For a subset A ⊆ X, its indicator function δA : X → R = R ∪ {±∞} is

δA(x) :=

{
0, if x ∈ A,
+∞, otherwise.

For a given function f : X → R we consider its effective domain

dom f := {x ∈ X : f(x) < +∞}

and call f : X → R proper if dom f 6= ∅ and f(x) > −∞ for all x ∈ X. The conjugate function
of f with respect to the non-empty subset S ⊆ X is defined by

f∗S : X∗ → R, f∗S(x∗) = (f + δS)∗(x∗) = sup
x∈S
{〈x∗, x〉 − f(x)}.

In the case S = X, it is clear that f∗S turns into the classical Fenchel-Moreau conjugate function
of f denoted by f∗. Let us mention that it holds f∗(x∗) = supx∈dom f{〈x∗, x〉 − f(x)} as well as
f(x) + f(x∗) ≥ 〈x∗, x〉 for all x ∈ X, x∗ ∈ X∗, which is the so-called Young-Fenchel inequality.
Additionally, we consider a non-empty convex cone K ⊆ X, which induces on X a partial
ordering relation “5K”, defined by

5K := {(x, y) ∈ X ×X : y − x ∈ K},

i.e. for x, y ∈ X it holds x 5K y ⇔ y − x ∈ K. Note that we assume that all cones we consider
contain the origin. Further, we attach to X a greatest element with respect to “5K”, denoted
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by +∞K , which does not belong to X and denote X = X ∪{+∞K}. Then it holds x 5K +∞K

for all x ∈ X. We also define x ≤K y if and only if x 5K y and x 6= y. Further, we define
5R+=:≤ and ≤R+=:< .
On X we consider the following operations and conventions: x + (+∞K) = (+∞K) + x :=
+∞K ∀x ∈ X ∪ {+∞K} and λ · (+∞K) := +∞K ∀λ ∈ [0,+∞]. Further, if K∗ := {x∗ ∈
X∗ : 〈x∗, x〉 ≥ 0, ∀x ∈ K} is the dual cone of K, then we define 〈x∗,+∞K〉 := +∞ for
all x∗ ∈ K∗. On the extended real space R we add the following operations and conventions:
λ + (+∞) = (+∞) + λ := +∞ ∀λ ∈ (−∞,+∞], λ + (−∞) = (−∞) + λ := −∞ ∀λ ∈
[−∞,+∞), λ · (+∞) := +∞ ∀λ ∈ [0,+∞], λ · (+∞) := −∞ ∀λ ∈ [−∞, 0), λ · (−∞) :=
−∞ ∀λ ∈ (0,+∞], λ · (−∞) := +∞ ∀λ ∈ [−∞, 0), (+∞) + (−∞) = (−∞) + (+∞) := +∞ and
0(−∞) := 0.
Let Z be another Fréchet space ordered by the convex cone Q ⊆ Z, then for a vector function
F : X → Z = Z ∪ {+∞Q} the domain is the set domF := {x ∈ X : F (x) 6= +∞Q}. When
F (λx+ (1− λ)y) 5Q λF (x) + (1− λ)F (y) holds for all x, y ∈ X and all λ ∈ [0, 1] the function
F is said to be Q-convex. A function f : X → R is called convex if f(λx + (1 − λ)y) ≤
λf(x) + (1− λ)f(y) for all x, y ∈ X and all λ ∈ [0, 1].
Further, we consider the epigraph of a function f defined by epi f := {(x, r) ∈ X×R : f(x) ≤ r}.
The Q-epigraph of a vector function F is epiQ F = {(x, z) ∈ X × Z : F (x) 5Q z} and we say
that F is Q-epi closed if epiQ F is a closed set.
If Q∗ := {x∗ ∈ X∗ : 〈x∗, x〉 ≥ 0, ∀x ∈ Q} is the dual cone of Q, then we define for z∗ ∈ Q∗
the function (z∗F ) : X → R by (z∗F )(x) := 〈z∗, F (x)〉, where it is not hard to see that
dom(z∗F ) = domF . Moreover, it is easy to see that if F is Q-convex, then (z∗F ) is convex for
all z∗ ∈ Q∗.
A function f : X → R is called lower semicontinuous at x ∈ X if lim infx→x f(x) ≥ f(x) and
when this function is lower semicontinuous at all x ∈ X, then we call it lower semicontinuous
(l.s.c. for short). The vector function F is called star Q-lower semicontinuous at x ∈ X if
(z∗F ) is lower semicontinuous at x for all z∗ ∈ Q∗. The function F is called star Q-lower
semicontinuous if it is star Q-lower semicontinuous at every x ∈ X. Note that if F is star
Q-lower semicontinuous, then it is also Q-epi closed, while the inverse statement is not true in
general (see: Proposition 2.2.19 in [1]). Let us mention that in the case Z = R and Q = R+,
the notion of Q-epi closedness falls into the classical notion of lower semicontinuity.
A function f : X → R is called K-increasing, if from x 5K y follows f(x) ≤ f(y) for all x, y ∈ X.

Definition 2.1. The vector function F : X → Z is called K-Q-increasing, if from x 5K y
follows F (x) 5Q F (y) for all x, y ∈ X.

For a set S ⊆ X the conic hull is defined by cone(S) := {λx : x ∈ S, λ ≥ 0} and sqri is used
to denote the strong quasi relative interior, where in the case of having a convex set S ⊆ X it
holds

sqri(S) = {x ∈ S : cone(S − x) is a closed linear subspace}.

In this paper we do not use the classical differentiability, but we use the notion of subdifferen-
tiability to formulate optimality conditions. If we take an arbitrary x ∈ X such that f(x) ∈ R,
then we call the set

∂f(x) := {x∗ ∈ X∗ : f(y)− f(x) ≥ 〈x∗, y − x〉 ∀y ∈ X}

the (convex) subdifferential of f at x, where the elements are called the subgradients of f at x.
Moreover, if ∂f(x) 6= ∅, then we say that f is subdifferentiable at x and if f(x) /∈ R, then we
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make the convention that ∂f(x) := ∅. Note, that the subgradients can be characterized by the
conjugate function, especially this means

x∗ ∈ ∂f(x)⇔ f(x) + f∗(x∗) = 〈x∗, x〉, ∀x ∈ X, x∗ ∈ X∗, (1)

i.e. the Young-Fenchel inequality is fulfilled with equality.
Let C ⊆ X. In conclusion of this section we collect some properties of the gauge function of the
subset C, γC : X → R defined by

γC(x) :=

{
+∞, if {λ > 0 : x ∈ λC} = ∅,
inf{λ > 0 : x ∈ λC}, otherwise.

The following statements were proved in [23].

Theorem 2.1. Let C ⊆ X be a convex and closed set with 0X ∈ C, then the gauge function γC
is proper, convex and lower semicontinuous.

Lemma 2.1. Let C ⊆ X be a convex and closed set with 0X ∈ C, then the conjugate of the
gauge function γ is given by

γ∗C(x∗) :=

{
0, if σC(x∗) ≤ 1,

+∞, otherwise,

where σC is the support function of the set C, i.e. σC(x∗) = supx∈C〈x∗, x〉.

Remark 2.1. Note that the gauge function γC is not only convex but also sublinear. Moreover,
if 0X ∈ intC, then γC is well-defined, which means that dom γC = X.

Definition 2.2. Let C ⊆ X. The polar set of C is defined by

C0 :=

{
x∗ ∈ X∗ : sup

x∈C
〈x∗, x〉 ≤ 1

}
= {x∗ ∈ X∗ : σC(x∗) ≤ 1}

and by means of the polar set the dual gauge is defined by

γC0(x∗) := sup
x∈C
〈x∗, x〉 = σC(x∗).

Remark 2.2. Note that C0 is a convex and closed set containing the origin and by the definition
of the dual gauge follows that the conjugate function of γC can equivalently be expressed by

γ∗C(x∗) :=

{
0, if γC0(x∗) ≤ 1,

+∞, otherwise.

Furthermore, it holds the generalized Cauchy-Schwarz inequality

〈x∗, x〉 ≤ γC0(x∗)γC(x) ∀x∗ ∈ X∗, x ∈ X. (2)
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2.2 Lagrange duality approach for multi-composed optimization problems

The purpose of this section is to recall some important results from [22] by studying multi-
composed optimization problems. Let us consider an optimization problem with geometric and
cone constraints having as objective function the composition of n+ 1 functions:

(PC) inf
x∈A

(f ◦ F 1 ◦ ... ◦ Fn)(x),

A = {x ∈ S : g(x) ∈ −Q},

where Xi is a Fréchet space partially ordered by the non-empty convex cone Ki ⊆ Xi for
i = 0, ..., n− 1. Moreover,

� S ⊆ Xn is a non-empty convex set,

� f : X0 → R is proper, convex and K0-increasing on F 1(domF 1) +K0 ⊆ dom f ,

� F i : Xi → Xi−1 = Xi−1 ∪ {+∞Ki−1} is proper, Ki−1-convex and Ki-Ki−1-increasing on
F i+1(domF i+1) +Ki ⊆ domF i for i = 1, ..., n− 2,

� Fn−1 : Xn−1 → Xn−2 = Xn−1 ∪ {+∞Kn−1} is proper and Kn−1-Kn−2-increasing on
Fn(domFn ∩ A) +Kn−1 ⊆ domFn−1,

� Fn : Xn → Xn−1 = Xn−1 ∪ {+∞Kn−1} is a proper and Kn−1-convex function and

� g : Xn → Z is a proper function fulfilling S∩g−1(−Q)∩ ((Fn)−1 ◦ ...◦ (F 1)−1)(dom f) 6= ∅.

Additionally, we make the convention that f(+∞K0) = +∞ and F i(+∞Ki) = +∞Ki−1 , i.e.
f : X0 → R and F i : Xi → Xi−1, i = 1, ..., n− 1.

Remark 2.3. Let us point out that for the convexity of (f ◦F 1 ◦ ...◦Fn) we ask that the function
f be convex and K0-increasing on F 1(domF 1) + K0 and the function F i be Ki−1-convex and
fulfills also the property of monotonicity for i = 1, ..., n − 1, while the function Fn need just be
Kn−1-convex. This means that if Fn is an affine function, we do not need the monotonicity of
Fn−1, since the composition of an affine function and a function, which fulfills the property of
convexity, fulfills also the property of convexity. In this context one can choose Kn−1 = {0Xn−1}
(for more details see Remark 3.1 and 4.1 in [22]).

The corresponding conjugate dual problem to the problem (PC) looks like (see [22])

(DC) sup
zn∗∈Q∗, zi∗∈K∗

i
,

i=0,...,n−1

{
inf
x∈S
{〈z(n−1)∗, Fn(x)〉+ 〈zn∗, g(x)〉} − f∗(z0∗)−

n−1∑
i=1

(z(i−1)∗F i)∗(zi∗)

}
,

where z̃∗ := (z0∗, ..., z(n−1)∗, zn∗) ∈ K̃∗ := K∗0 × ...×K∗n−1 ×Q∗ are the dual variables.
We denote by v(PC) and v(DC) the optimal objective values of the optimization problems (PC)
and (DC), respectively. To guarantee strong duality, i.e. the situation where v(PC) = v(DC)
and the conjugate dual problem has an optimal solution, we consider the following generalized
interior point regularity condition introduced in [22]:
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(RC) f is l.s.c., S is closed, g is Q-epi closed, Ki−1 is closed,
intKi−1 6= ∅, F i is Ki−1-epi closed, i = 1, ..., n,
0X0 ∈ sqri(F 1(domF 1)− dom f +K0),
0Xi−1 ∈ sqri(F i(domF i)− domF i−1 +Ki−1), i = 2, ..., n− 1,
0Xn−1 ∈ sqri(Fn(domFn ∩ dom g ∩ S)− domFn−1 +Kn−1) and
0Z ∈ sqri(g(domFn ∩ dom g ∩ S) +Q).

In [22] the following theorems have been stated.

Theorem 2.2. (strong duality) If the condition (RC) is fulfilled, then between (PC) and (DC)
strong duality holds, i.e. v(PC) = v(DC) and the conjugate dual problem has an optimal solution.

Theorem 2.3. (optimality conditions) (a) Suppose that the regularity condition (RC) is fulfilled
and let x ∈ A be an optimal solution of the problem (PC). Then there exists (z0∗, ..., z(n−1)∗, zn∗) ∈
K∗0 × ...×K∗n−1 ×Q∗, an optimal solution to (DC), such that

(i) f((F 1 ◦ ... ◦ Fn)(x)) + f∗(z0∗) = 〈z0∗, (F 1 ◦ ... ◦ Fn)(x)〉,

(ii) (z(i−1)∗F i)((F i+1◦...◦Fn)(x))+(z(i−1)∗F i)∗(zi∗) = 〈zi∗, (F i+1◦...◦Fn)(x)〉, i = 1, ..., n−1,

(iii) (z(n−1)∗Fn)(x) + (zn∗g)(x) + ((z(n−1)∗Fn) + (zn∗g))∗S(0X∗n) = 0,

(iv) 〈zn∗, g(x)〉 = 0,

(b) If there exists x ∈ A such that for some (z0∗, ..., z(n−1)∗, zn∗) ∈ K∗0 × ... × K∗n−1 × Q∗ the
conditions (i)-(iv) are fulfilled, then x is an optimal solution of (PC), (z0∗, ..., zn∗) is an optimal
solution for (DC) and v(PC) = v(DC).

Remark 2.4. If for some i ∈ {1, ..., n} the function F i is star Ki−1-lower semicontinuous, then
we can omit asking that Ki−1 is closed, int(Ki−1) 6= ∅ and F i is Ki−1-epi closed in the regularity
conditions (RC) (for more details see Remark 4.2 in [22]).

Theorem 2.4. Let ai ∈ R+ be a given point and hi : R → R with hi(x) ∈ R+, if x ∈ R+, and
hi(x) = +∞, otherwise, be a proper, lower semicontinuous and convex function, i = 1, ..., n.
Then the conjugate of the function g : Rn → R defined by

g(x1, ..., xn) :=

{
max{h1(x1) + a1, ..., hn(xn) + an}, if xi ∈ R+, i = 1, ..., n,

+∞, otherwise,

is given by g∗ : Rn → R,

g∗(x∗1, ..., x
∗
n) = min

n∑
i=1

z0∗
i
≤1, z0∗

i
≥0,

i=1,...,n

{
n∑
i=1

[(z0∗i hi)
∗(x∗i )− z0∗i ai]

}
.

Lemma 2.2. Let ai ∈ R+ be a given point and hi : R → R with hi(x) ∈ R+, if x ∈ R+, and
hi(x) = +∞, otherwise, be a proper, lower semicontinuous and convex function, i = 1, ..., n.
Then the function g : Rm → R,

g(x1, ..., xn) =

{
max{h1(x1) + a1, ..., hn(xn) + an}, if xi ∈ R+, i = 1, ..., n,

+∞, otherwise,
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can equivalently be expressed as

g(x1, ..., xn) = sup
n∑
i=1

z0∗
i
≤1, z0∗

i
≥0,

i=1,...,n

{
n∑
i=1

z0∗i [hi(xi) + ai]

}
, ∀xi ≥ 0, i = 1, ..., n.

For the associated proofs of the last two statements see [23]

3 Multifacility minimax location problems with mixed gauges

In this section we use the results of our previous approach to develop a conjugate dual problem
of the multifacility minimax location problem with mixed gauges and geometric constraints.
Furthermore, we will show the validity of strong duality and derive optimality conditions for the
corresponding primal-dual pair.
Let X be a Fréchet space, Cjk ⊆ X with 0X ∈ intCjk for jk ∈ J := {jk : 1 ≤ j ≤ m, 1 ≤
k ≤ m, j 6= k}, and C̃ji ⊆ X with 0X ∈ int C̃ji for ji ∈ J̃ := {1 ≤ j ≤ m, 1 ≤ i ≤ t}, be
closed and convex as well as S ⊆ Xm non-empty, closed and convex. Moreover, let wjk ≥ 0,

jk ∈ J , w̃ji ≥ 0, ji ∈ J̃ as well as γCjk : X → R, jk ∈ J , and γ
C̃ji

: X → R, ji ∈ J̃ , be gauges.

Obviously, these gauges are convex, lower semicontinuous and well-defined.
For given distinct points pi ∈ X, 1 ≤ i ≤ t, the multifacility minimax location problem minimizes
the maximum of gauges between pairs of m new facilities x1, ..., xm and between pairs of m new
and t existing facilities, concretely this means that

(PM ) inf
x=(x1,...,xm)∈S

max
{
wjkγCjk(xj − xk), jk ∈ J, w̃jiγC̃ji(xj − pi), ji ∈ J̃

}
.

We introduce the index sets V := {jk ∈ J : wjk > 0} and Ṽ := {ji ∈ J̃ : w̃ji > 0}, which allows
us to write the problem (PM ) as

(PM ) inf
(x1,...,xm)∈S

max
{
wjkγCjk(xj − xk), jk ∈ V, w̃jiγC̃ji(xj − pi), ji ∈ Ṽ

}
.

Take note that |V | ≤ m(m − 1) and |Ṽ | ≤ mt. Now, we set X0 = R|V | × R|Ṽ | ordered by

K0 = R|V |+ × R|Ṽ |+ , X1 = X |V | × X |Ṽ | ordered by the trivial cone K1 = {0X1} and X2 = Xm,

where the corresponding dual spaces and dual variables are (z0∗, z̃0∗) =
(

(z0∗jk)jk∈V , (z̃
0∗
ji )

ji∈Ṽ

)
∈

R|V | × R|Ṽ | and (z1∗, z̃1∗) =
(

(z1∗jk)jk∈V , (z̃
1∗
ji )

ji∈Ṽ

)
∈ (X∗)|V | × (X∗)|Ṽ |.

We continue with the decomposition of the objective function of the problem (PM ) into the
following functions:

� f : R|V | × R|Ṽ | → R defined by f(y0, ỹ0) = max
{
wjky

0
jk, jk ∈ V, w̃jiỹ0ji, ji ∈ Ṽ

}
if y0 = (y0jk)jk∈V ∈ R|V |+ and ỹ0 = (ỹ0ji)ji∈Ṽ ∈ R|Ṽ |+ , otherwise f(y0, ỹ0) = +∞,

� F 1 : X |V |×X |Ṽ | → R|V |×R|Ṽ | defined by F 1(y1, ỹ1) =
(

(γCjk(y1jk))jk∈V , (γC̃ji(ỹ
1
ji))ji∈Ṽ

)
,

where y1 = (y1jk)jk∈V ∈ X |V | and ỹ1 = (ỹ1ji)ji∈Ṽ ∈ X
|Ṽ |,
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� F 2 : Xm → X |V | ×X |Ṽ | defined by F 2(x) =
(

(Ajkx)jk∈V , (Bjix− pi)ji∈Ṽ
)

, where

Ajk = (
1
0, ...,0,

j

I,0, ...,
k
−I,0, ...,

m
0), jk ∈ V, Bji = (

1
0, ...,0,

j

I,0, ...,
m
0), ji ∈ Ṽ , 0 is the

zero mapping and I is the identity mapping, i.e. 0xi = 0X and Ixi = xi ∀xi ∈ X,
i = 1, ...,m. In particular, Ajk : Xm → X is defined as the mapping

x = (x1, ..., xm) 7→
0x1 + ...+ 0xj−1 + Ixj + 0xj+1 + ...+ 0xk−1 − Ixk + 0xk+1 + ...+ 0xm,

i.e. (x1, ..., xm) 7→ xj − xk, jk ∈ V , and Bji : Xm → X is defined as the mapping

(x1, ..., xm) 7→ 0x1 + ...+ 0xj−1 + Ixj + 0xj+1 + ...+ 0xm = xj , ji ∈ Ṽ .

Thus, it is easy to see that the problem (PM ) can be represented in the form

(PM ) inf
x∈S

(f ◦ F 1 ◦ F 2)(x).

Like mentioned in Remark 2.3, we do not need the monotonicity assumption for the function
F 1, because F 2 is an affine function. Furthermore, it is clear that (PM ) is a convex optimization

problem. Besides, it can easily be verified that f is proper, convex, R|V |+ × R|V |+ -increasing on

F 1(domF 1) + K0 = dom f = R|V |+ × R|Ṽ |+ and lower semicontinuous and that F 1 is proper and

R|V |+ × R|Ṽ |+ -convex as well as R|V |+ × R|Ṽ |+ -epi closed.
To use the formula from the previous section for the dual problem of (PM ), we set Z = Xm

ordered by the trivial cone Q = Xm and define the function g : Xm → Xm by g(x1, ..., xm) :=
(x1, ..., xm). As Q∗ = {0(X∗)m}, which means that z2∗ = 0(X∗)m , we derive for the dual problem

(DM ) sup

(z0∗,z̃0∗)∈R|V |+ ×R|Ṽ |+ ,

(z1∗,z̃1∗)∈(X∗)|V |×(X∗)|Ṽ |

{
inf
x∈S

{ ∑
jk∈V
〈z1∗jk , Ajkx〉+

∑
ji∈Ṽ
〈z̃1∗ji , Bjix− pi〉

}

−f∗(z0∗, z̃0∗)− ((z0∗, z̃0∗)F 1)∗(z1∗, z̃1∗)

}
,

and hence, we need to calculate the conjugate functions f∗ and ((z0∗, z̃0∗)F 1)∗. Let hi : R→ R
be defined by

hi(xi) :=

{
xi, if xi ∈ R+,

+∞, otherwise,

then the conjugate function of λihi, λi ≥ 0, is

(λihi)
∗(x∗i ) =

{
0, if x∗i ≤ λi,
+∞, otherwise,

, i = 1, ..., n.
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and by Theorem 2.4 we get for f∗,

f∗(z0∗, z̃0∗) =


0, if z0∗jk ≤ wjkλjk, z̃0∗ji ≤ w̃jiλ̃ji,

∑
jk∈V

λjk +
∑
ji∈Ṽ

λ̃ji ≤ 1

(λjk)jk∈V ∈ R|V |+ and (λji)ji∈Ṽ ∈ R|Ṽ |+ ,

+∞, otherwise,

=

 0, if
∑
jk∈V

1
wjk

z0∗jk +
∑
ji∈Ṽ

1
w̃ji
z̃0∗ji ≤ 1, z0∗ ∈ R|V |+ , z̃0∗ ∈ R|Ṽ |+ ,

+∞, otherwise,

while for ((z0∗, z̃0∗)F 1)∗ we obtain by using the definition of the conjugate function

((z0∗, z̃0∗)F 1)∗(z1∗, z̃1∗) = sup
y1∈X|V |, ỹ1∈X|Ṽ |

{ ∑
jk∈V
〈z1∗jk , y1jk〉+

∑
ji∈Ṽ

〈z̃1∗ji , ỹ1ji〉 −
∑
jk∈V

z0∗jkγCjk(y1jk)−
∑
ji∈Ṽ

z̃0∗ji γC̃ji(ỹ
1
ji)

}

=
∑
jk∈V

sup
y1jk∈X

{
〈z1∗jk , y1jk〉 − z0∗jkγCjk(y1jk)

}
+
∑
ji∈Ṽ

sup
ỹ1ji∈X

{
〈z̃1∗ji , ỹ1ji〉 − z̃0∗ji γC̃ji(ỹ

1
ji)
}

=
∑
jk∈V

(z0∗jkγCjk)∗(z1∗jk) +
∑
ji∈Ṽ

(z̃0∗ji γC̃ji)
∗(z̃1∗ji )

for all (z0∗, z̃0∗) ∈ R|V |+ × R|Ṽ |+ and z1∗ = (z1∗jk)jk∈V ∈ X |V | and z̃1∗ = (z1∗ji )
ji∈Ṽ ∈ X

|Ṽ |. Hence,
the dual problem may be written as

(DM ) sup

(z0∗,z̃0∗,z1∗,z̃1∗)∈R|V |+ ×R|Ṽ |+ ×X|V |×X|Ṽ |∑
jk∈V

1
wjk

z0∗
jk

+
∑
ji∈Ṽ

1
w̃ji

z̃0∗
ji
≤1

inf
x∈S

Φ(z0∗, z̃0∗, z1∗, z̃1∗),

where

Φ(z0∗, z̃0∗, z1∗, z̃1∗) = inf
x∈S

∑
jk∈V
〈z1∗jk , Ajkx〉+

∑
ji∈Ṽ

〈z̃1∗ji , Bjix− pi〉


−
∑
jk∈V

(z0∗jkγCjk)∗(z1∗jk)−
∑
ji∈Ṽ

(z̃0∗ji γC̃ji)
∗(z̃1∗ji ).

Let I := {jk : z0∗jk > 0} and Ĩ := {ji : z̃0∗ji > 0}, then we separate in the objective function Φ

the sum into the terms with z0∗jk , z̃
0∗
ji > 0 and the terms with z0∗jk , z̃

0∗
ji = 0:

Φ(z0∗, z̃0∗, z1∗, z̃1∗) = inf
x∈S

∑
jk∈V
〈z1∗jk , Ajkx〉+

∑
ji∈Ṽ

〈z̃1∗ji , Bjix− pi〉


−
∑
jk∈I

(z0∗jkγCjk)∗(z1∗jk)−
∑
ji∈Ĩ

(z̃0∗ji γC̃ji)
∗(z̃1∗ji )

−
∑
jk/∈I

(0 · γCjk)∗(z1∗jk)−
∑
ji/∈Ĩ

(0 · γ
C̃ji

)∗(z̃1∗ji ).

9



Now, it holds for jk ∈ I that (see [1])

(z0∗jkγCjk)∗(z1∗jk) =

{
0, if γC0

jk
(z1∗jk) ≤ z0∗jk ,

+∞, otherwise,
(3)

and analogously, it follows for ji ∈ Ĩ that

(z̃0∗ji γC̃ji)
∗(z̃1∗ji ) =

{
0, if γ

C̃0
ji

(z̃1∗ji ) ≤ z̃0∗ji ,
+∞, otherwise.

(4)

For jk /∈ I it holds

(0 · γCjk)∗(z1∗jk) = sup
y1jk∈X

{〈z1∗jk , y1jk〉} =

{
0, if z1∗jk = 0X∗ ,

+∞, otherwise,

and analogously, we get for ji /∈ I,

(0 · γ
C̃ji

)∗(z̃1∗ji ) =

{
0, if z̃1∗ji = 0X∗ ,

+∞, otherwise,
,

which implies that if jk /∈ I, then z1∗jk = 0X∗ and if ji /∈ I, then z̃1∗ji = 0X∗ . Therefore, we obtain

for the dual problem of the location problem (PM ):

(DM ) sup
(z0∗,z̃0∗,z1∗,z̃1∗)∈B

inf
x∈S

{ ∑
jk∈I
〈z1∗jk , Ajkx〉+

∑
ji∈Ĩ
〈z̃1∗ji , Bjix− pi〉

}
,

where

B =

{
(z0∗, z̃0∗, z1∗, z̃1∗) ∈ R|V |+ × R|Ṽ |+ × (X∗)|V | × (X∗)|Ṽ | : I ⊆ V, Ĩ ⊆ Ṽ ,

z0∗jk > 0, z1∗jk ∈ X∗, γC0
jk

(z1∗jk) ≤ z0∗jk , jk ∈ I, z̃0∗ji > 0, z̃1∗ji ∈ X∗, γC̃0
ji

(z̃1∗ji ) ≤ z̃0∗ji , ji ∈ Ĩ ,

z0∗ef = 0, z1∗ef = 0X∗ , ef /∈ I, z̃0∗ed = 0, z̃1∗ed ∈ 0X∗ , ed /∈ Ĩ ,
∑
jk∈I

1
wjk

z0∗jk +
∑
ji∈Ĩ

1
w̃ji
z̃0∗ji ≤ 1

}
.

Since, the objective function of the conjugate dual problem (DM ) can also be written as

inf
x∈S

{∑
jk∈I
〈z1∗jk , Ajkx〉+

∑
ji∈Ĩ

〈z̃1∗ji , Bjix− pi〉

}

= inf
x∈S

{〈∑
jk∈I

A∗jkz
1∗
jk +

∑
ji∈Ĩ

B∗jiz̃
1∗
ji , x

〉}
−
∑
ji∈I
〈z̃1∗ji , pi〉,

where

〈A∗jkz1∗jk , x〉 = 〈(
1

0X∗ , ...., 0X∗ ,
j

z1∗jk , 0X∗ , ..., 0X∗ ,−
k

z1∗jk , 0X∗ , ...,
m

0X∗), (x1, ..., xm)〉 = 〈z1∗jk , xj − xk〉
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and

〈B∗jiz̃1∗ji , x〉 = 〈(
1

0X∗ , ...., 0X∗ ,
j

z̃1∗ji , 0X∗ , ...,
m

0X∗), (x1, ..., xm)〉 = 〈z̃1∗ji , xj〉,

we can express (DM ) as

(DM ) sup
(z0∗,z̃0∗,z1∗,z̃1∗)∈B

{
− σS

(
−
∑
jk∈I

A∗jkz
1∗
jk −

∑
ji∈Ĩ

B∗jiz̃
1∗
ji

)
−
∑
ji∈Ĩ
〈z̃1∗ji , pi〉

}
.

Remark 3.1. Take note that the problem (DM ) is equivalent to the following one

(D̂M ) sup
(z0∗,z̃0∗,z1∗,z̃1∗)∈B

{
− σS

(
−
∑
jk∈V

A∗jkz
1∗
jk −

∑
ji∈Ṽ

B∗jiz̃
1∗
ji

)
−
∑
ji∈Ṽ
〈z̃1∗ji , pi〉

}
,

where

B̂ =

{
(z0∗, z̃0∗, z1∗, z̃1∗) ∈ R|V |+ × R|Ṽ |+ × (X∗)|V | × (X∗)|Ṽ | : γC0

jk
(z1∗jk) ≤ z0∗jk , jk ∈ V,

γ
C̃0
ji

(z̃1∗ji ) ≤ z̃0∗ji , ji ∈ Ṽ ,
∑
jk∈V

1
wjk

z0∗jk +
∑
ji∈Ṽ

1
w̃ji
z̃0∗ji ≤ 1

}
,

which can be proven as follows.
Let (z0∗, z̃0∗, z1∗, z̃1∗) ∈ B̂ be a feasible solution of (D̂M ), then it holds for jk /∈ I and ji /∈ Ĩ,

0 ≤ γC0
jk

(z1∗jk) = sup
x∈Cjk

〈z1∗jk , x〉 ≤ 0⇔ 〈z1∗jk , x〉 = 0 ∀x ∈ Cjk ⇔ z1∗jk = 0X∗

as well as

0 ≤ γ
C̃0
ji

(z̃1∗ji ) = sup
x∈C̃ji

〈z̃1∗ji , x〉 ≤ 0⇔ 〈z̃1∗ji , x〉 = 0 ∀x ∈ C̃ji ⇔ z̃1∗ji = 0X∗ .

The latter implies that from jk /∈ I, i.e. z0∗jk = 0, follows z1∗jk = 0X∗ and from ji /∈ Ĩ, i.e.

z̃0∗ji = 0, z̃1∗ji = 0X∗. This relation means that B̂ = B, i.e. that (z0∗, z̃0∗, z1∗, z̃1∗) is also a feasible

solution of (DM ) and as

σS

−∑
jk∈V

A∗jkz
1∗
jk −

∑
ji∈Ṽ

B∗jiz̃
1∗
ji

+
∑
ji∈Ṽ

〈z̃1∗ji , pi〉

= σS

−∑
jk∈I

A∗jkz
1∗
jk −

∑
ji∈Ĩ

B∗jiz̃
1∗
ji

+
∑
ji∈Ĩ

〈z̃1∗ji , pi〉,

one has immediately that v(DM ) = v(D̂M ).
Vice versa, if we take a feasible solution (z0∗, z̃0∗, z1∗, z̃1∗) of the problem (DM ), then it is obvious
that we have then also a feasible solution of (D̂M ), which again implies that v(DM ) = v(D̂M ).
From the theoretical aspect a dual problem of the form (DM ) is very useful, as one has a more
detailed characterization of the set of feasible solutions. But from the numerical viewpoint it is
complicate to solve, as the index sets I and Ĩ brings an undesirable discretization in the dual
problem. For this reason it is preferable to use the dual problem (D̂M ) for numerical and (DM )
for theoretical studies.
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We know that the weak duality between the problem (PM ) and its corresponding dual problem
(DM ) always holds. Now, we are interested to know whether we also can guarantee strong
duality. For this purpose we use the results from Section 2.2. As Z = Xm ordered by the trivial
cone Q = Xm and g : Xm → Xm is defined by g(x1, ..., xm) = (x1, ..., xm), it is obvious that g
is Q-epi closed and 0Xm ∈ sqri(g(x) +Q) = sqri(Xm +Q) = Xm. More than that, recall that f

is lower semicontinous, K0 = R|V |+ × R|Ṽ |+ is closed, S is closed and F 1 is R|V |+ × R|Ṽ |+ -epi closed.
As

0
R|V |+ ×R

|Ṽ |
+

∈ sqri(F 1(domF 1)− dom f +K0)

= sqri(F 1(domF 1)− R|V |+ × R|Ṽ |+ + R|V |+ × R|Ṽ |+ )

= R|V | × R|Ṽ |,

0
X|V |×X|Ṽ | ∈ sqri(F 2(domF 2)− domF 1 +K1)

= sqri(X |V | ×X |Ṽ | − domF 1 +K1) = X |V | ×X |Ṽ |

and F 2 is {0
X|V |×X|Ṽ |}-epi closed, the generalized interior point regularity condition (RC) is

fulfilled, it follows by Theorem 2.2 the following statement (note that we denote by v(PM ) and
v(DM ) the optimal objective values of the problems (PM ) and (DM ), respectively).

Theorem 3.1. (strong duality) Between (PM ) and (DM ) holds strong duality, i.e. v(PM ) =
v(DM ) and the conjugate dual problem has an optimal solution.

The previous theorem implies the following necessary and sufficient optimality conditions for
the primal-dual pair (PM )-(DM ).

Theorem 3.2. (optimality conditions) (a) Let x ∈ S be an optimal solution of the problem

(PM ). Then there exist (z0∗, z̃
0∗
, z1∗, z̃

1∗
) ∈ R|V |+ ×R|Ṽ |+ × (X∗)|V |× (X∗)|Ṽ | and index sets I and

Ĩ as an optimal solution to (DM ), such that

(i) max
{
wefγCef (xe − xf ), ef ∈ V, w̃edγC̃ed(xe − pd), ed ∈ Ṽ

}
=
∑
jk∈I

z0∗jkγCjk(xj − xk) +
∑
ji∈Ĩ

z̃
0∗
ji γC̃ji(xj − pi),

(ii)

〈 ∑
jk∈I

A∗jkz
1∗
jk +

∑
ji∈Ĩ

B∗jiz̃
1∗
ji , x

〉
= inf

x∈S


〈 ∑
jk∈I

A∗jkz
1∗
jk +

∑
ji∈Ĩ

B∗jiz̃
1∗
ji , x

〉 ,

(iii)
∑
jk∈I

1
wjk

z0∗jk +
∑
ji∈Ĩ

1
w̃ji
z̃
0∗
ji = 1, z0∗jk > 0, jk ∈ I, z̃

0∗
ji > 0, ji ∈ Ĩ and z0∗ef = 0, ef /∈ I,

z̃
0∗
ed = 0, ed /∈ Ĩ,

(iv) z0∗jkγCjk(xj − xk) = 〈z1∗jk, xj − xk〉, jk ∈ I,

(v) z̃
0∗
ji γC̃ji(xj − pi) = 〈z̃1∗ji , xj − pi〉, ji ∈ Ĩ ,
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(vi) max
{
wefγCef (xe − xf ), ef ∈ V, w̃edγC̃ed(xe − pd), ed ∈ Ṽ

}
= wjkγCjk(xj − xk), jk ∈ I,

(vii) max
{
wefγCef (xe − xf ), ef ∈ V, w̃edγC̃ed(xe − pd), ed ∈ Ṽ

}
= w̃jiγC̃ji(xj − pi), ji ∈ Ĩ ,

(viii) γC0
jk

(z1∗jk) = z0∗jk, z
1∗
jk ∈ X∗, jk ∈ I and z1∗ef = 0X∗ , ef /∈ I,

(ix) γ
C̃0
ji

(z̃
1∗
ji ) = z̃

0∗
ji , z̃

1∗
ji ∈ X∗, ji ∈ Ĩ and z̃

1∗
ed = 0X∗ , ed /∈ Ĩ .

(b) If there exists x ∈ S such that for some (z0∗, z̃
0∗
, z1∗, z̃

1∗
, I, Ĩ) the conditions (i)-(ix) are

fulfilled, then x is an optimal solution of (PC), (z0∗, z̃
0∗
, z1∗, z̃

1∗
, I, Ĩ) is an optimal solution of

(DM ) and v(PM ) = v(DM ).

Proof. (a) From Theorem 2.3 one gets

(i) max
{
wefγCef (xe − xf ), ef ∈ V, w̃edγC̃ed(xe − pd), ed ∈ Ṽ

}
=
∑
jk∈I

z0∗jkγCjk(xj − xk) +
∑
ji∈Ĩ

z̃
0∗
ji γC̃ji(xj − pi),

(ii)
∑
jk∈I

z0∗jkγCjk(xj − xk) +
∑
ji∈Ĩ

z̃
0∗
ji γC̃ji(xj − pi) =

∑
jk∈I
〈z1∗jk, xj − xk〉+

∑
ji∈Ĩ

〈z̃1∗ji , xj − pi〉,

(iii)

〈 ∑
jk∈I

A∗jkz
1∗
jk +

∑
ji∈Ĩ

B∗jiz̃
1∗
ji , x

〉
= −σS

− ∑
jk∈I

A∗jkz
1∗
jk −

∑
ji∈Ĩ

B∗jiz̃
1∗
ji

 ,

(iv)
∑
jk∈I

1
wjk

z0∗jk + 1
w̃ji

∑
ji∈Ĩ

z̃
0∗
ji ≤ 1, z0∗jk > 0, jk ∈ I, z̃

0∗
ji > 0, ji ∈ Ĩ and z0∗ef = 0, ef /∈ I,

z̃
0∗
ed = 0, ed /∈ Ĩ,

(v) γC0
jk

(z1∗jk) ≤ z0∗jk, z1∗jk ∈ X∗, jk ∈ I and z1∗ef = 0X∗ , ef /∈ I,

(vi) γ
C̃0
ji

(z̃
1∗
ji ) ≤ z̃

0∗
ji , z̃

1∗
ji ∈ X∗, ji ∈ Ĩ and z̃

1∗
ed = 0X∗ , ed /∈ Ĩ .

Condition (ii) yields∑
jk∈I

[z0∗jkγCjk(xj − xk)− 〈z1∗jk, xj − xk〉] +
∑
ji∈Ĩ

[z̃
0∗
ji γC̃ji(xj − pi)− 〈z̃

1∗
ji , xj − pi〉] = 0 (5)

and by (3), (4) and the Young-Fenchel inequality it follows that the brackets in (5) are non-
negative and must be equal to zero, i.e.

z0∗jkγCjk(xj − xk) = 〈z1∗jk, xj − xk〉, jk ∈ I and z̃
0∗
ji γC̃ji(xj − pi) = 〈z̃1∗ji , xj − pi〉, ji ∈ Ĩ . (6)

Combining the condition (v) with (6) reveals by using the generalized Cauchy-Schwarz inequality
(see 2) that

z0∗jkγCjk(xj − xk) = 〈z1∗jk, xj − xk〉 ≤ γC0
jk

(z1∗jk)γCjk(xj − xk) ≤ z0∗jkγCjk(xj − xk), jk ∈ I,

13



which means that

γC0
jk

(z1∗jk) = z0∗jk, jk ∈ I. (7)

In the same way we get

γ
C̃0
ji

(z̃
1∗
ji ) = z̃

0∗
ji , ji ∈ Ĩ . (8)

Moreover, by conditions (i) and (iv) we have

max
{
wefγCef (xe − xf ), ef ∈ V, w̃edγC̃ed(xe − pd), ed ∈ Ṽ

}
(9)

=
∑
jk∈I

z0∗jkγCjk(xj − xk) +
∑
ji∈Ĩ

z̃
0∗
ji γC̃ji(xj − pi)

=
∑
jk∈I

1

wjk
z0∗jkwjkγCjk(xj − xk) +

∑
ji∈Ĩ

1

w̃ji
z̃
0∗
ji w̃jiγC̃ji(xj − pi)

≤
∑
jk∈I

1

wjk
z0∗jk max

{
wefγCef (xe − xf ), ef ∈ V, w̃edγC̃ed(xe − pd), ed ∈ Ṽ

}
+
∑
ji∈Ĩ

1

w̃ji
z̃
0∗
ji max

{
wefγCef (xe − xf ), ef ∈ V, w̃edγC̃ed(xe − pd), ed ∈ Ṽ

}
≤ max

{
wefγCef (xe − xf ), ef ∈ V, w̃edγC̃ed(xe − pd), ed ∈ Ṽ

}
, (10)

which implies that∑
jk∈I

1

wjk
z0∗jk

[
max

{
wefγCef (xe − xf ), ef ∈ V, w̃edγC̃ed(xe − pd), ed ∈ Ṽ

}
− wjkγCjk(xj − xk)

]

+
∑
ji∈Ĩ

1

w̃ji
z̃
0∗
ji

[
max

{
wefγCef (xe − xf ), ef ∈ V, w̃edγC̃ed(xe − pd), ed ∈ Ṽ

}
− w̃jiγC̃ji(xj − pi)

]
= 0

and as wjk, z
0∗
jk > 0, jk ∈ I, and w̃ji, z̃

0∗
ji > 0, ji ∈ Ĩ, it follows that

max
{
wefγCef (xe − xf ), ef ∈ V, w̃edγC̃ed(xe − pd), ed ∈ Ṽ

}
= wjkγCjk(xj − xk), ik ∈ I (11)

and

max
{
wefγCef (xe − xf ), ef ∈ V, w̃edγC̃ed(xe − pd), ed ∈ Ṽ

}
= w̃jiγC̃ji(xj − pi), ji ∈ Ĩ . (12)

Furthermore, we get by (10) that∑
jk∈I

1

wjk
z0∗jk max

{
wefγCef (xe − xf ), ef ∈ V, w̃edγC̃ed(xe − pd), ed ∈ Ṽ

}
+
∑
ji∈Ĩ

1

w̃ji
z̃
0∗
ji max

{
wefγCef (xe − xf ), ef ∈ V, w̃edγC̃ed(xe − pd), ed ∈ Ṽ

}
= max

{
wefγCef (xe − xf ), ef ∈ V, w̃edγC̃ed(xe − pd), ed ∈ Ṽ

}
,
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from which follows that ∑
jk∈I

1

wjk
z0∗jk +

∑
ji∈Ĩ

1

w̃ji
z̃
0∗
ji = 1. (13)

Combining now the conditions (i)-(vi) with (6), (7), (8), (11), (12) and (13) provides us the
desired conclusion.
(b) The calculations made in (a) can also be done in the reverse direction, which completes the
proof. �

Remark 3.2. We want to point out that the optimality condition (i) of the previous theorem
can be expressed by means of the subdifferential. We have

f(y0, ỹ0) =

{
max

{
wjky

0
jk, jk ∈ V, w̃jiỹ0ji, ji ∈ Ṽ

}
, if (y0, ỹ0) ∈ R|V |+ × R|Ṽ |+ ,

+∞, otherwise,

and

f∗(z0∗, z̃0∗) =

 0, if
∑
jk∈V

1
wjk

z0∗jk +
∑
ji∈Ṽ

1
w̃ji
z̃0∗ji ≤ 1, z0∗ ∈ R|V |+ , z̃0∗ ∈ R|Ṽ |+ ,

+∞, otherwise,

and by the optimality condition (i) of the previous theorem, it holds

f
(

(γCef (xe − xf ))ef∈V , (γC̃ed(xe − pd))ed∈Ṽ
)

+ f∗(z0∗, z̃
0∗

)

=
∑
jk∈I

z0∗jkγCjk(xj − xk) +
∑
ji∈Ĩ

z̃
0∗
ji γC̃ji(xj − pi),

in other words, the optimality condition (i) can be rewritten as

(i) (z0∗, z̃
0∗

) ∈ ∂f
(

(γCef (xe − xf ))ef∈V , (γC̃ed(xe − pd))ed∈Ṽ
)
.

More than that, for the optimality conditions (ii), (iv) and (v) one gets by analog considerations

(ii) −
∑
jk∈I

A∗jkz
1∗
jk −

∑
ji∈Ĩ

B∗jiz̃
1∗
ji ∈ ∂δS(x) = NS(x),

(iv) z1∗jk ∈ ∂(z0∗jkγCjk)(xj − xk) = ∂(z0∗jkγCjk)(A∗jkx)⇔ A∗jkz
1∗
jk ∈ A∗jk∂((z0∗jkγCjk) ◦Ajk)(x), jk ∈

I,

(v) z̃
1∗
ji ∈ ∂(z̃

0∗
ji γC̃ji)(xj − pi) = ∂(z̃

0∗
ji γC̃ji)(B

∗
jix− pi)

⇔ B∗jiz̃
1∗
ji ∈ B∗ji∂

(
((z̃

0∗
ji γC̃ji) ◦Bji)(· − pi)

)
(x), ji ∈ Ĩ,

where NS(x) := {x∗ = (x∗1, ..., x
∗
m) ∈ X∗ × ... ×X∗ : 〈x∗, y − x〉 =

∑m
i=1〈x∗i , yi − xi〉 ≤ 0, ∀y =

(y1, ..., ym) ∈ S} is the normal cone of the set S at x ∈ Xm. Taking (ii), (iv) and (v) together
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implies that ∑
jk∈I

A∗jkz
1∗
jk +

∑
ji∈Ĩ

B∗jiz̃
1∗
ji ∈ ∑

jk∈I
A∗jk∂((z0∗jkγCjk) ◦Ajk)(x) +

∑
ji∈Ĩ

B∗ji∂
(

((z̃
0∗
ji γC̃ji) ◦Bji)(· − pi)

)
(x)

⋂ (−NS(x)) .

Finally, notice that the optimality conditions (iv), (v), (viii) and (ix) of the previous theorem
give a detailed characterization of the subdifferentials of the associated gauges.

Now, we show that the dual problem (DM ) is equivalent to the problem

(D̃M ) sup
(z∗,z̃∗)∈B̃

{
− σS

(
−
∑
jk∈I

A∗jkz
∗
jk −

∑
ji∈Ĩ

B∗jiz̃
∗
ji

)
−
∑
ji∈Ĩ
〈z̃∗ji, pi〉

}
, (14)

where (z∗, z̃∗) =
(

(z∗jk)jk∈V , (z̃
∗
ji)ji∈Ṽ )

)
and

B̃ =

{(
(z∗jk)jk∈V , (z̃

∗
ji)ji∈Ṽ

)
∈ (X∗)|V | × (X∗)|Ṽ | : I ⊆ V, Ĩ ⊆ Ṽ ,∑

jk∈I

1
wjk

γC0
jk

(z∗jk) +
∑
ji∈Ĩ

1
w̃ji
γ
C̃0
ji

(z̃∗ji) ≤ 1,

z∗jk ∈ X∗, jk ∈ I, z̃∗ji ∈ X∗, ji ∈ Ĩ and z∗ef = 0X∗ , ef /∈ I, z̃∗ed = 0X∗ , ed /∈ Ĩ

}
,

in the sense of the next theorem, where v(D̃M ) denotes the optimal objective value of the
problem (D̃M ).

Theorem 3.3. It holds v(DM ) = v(D̃M ).

Proof. Let (z∗, z̃∗) be a feasible element to (D̃M ) and set

z1∗jk = z∗jk, z
0∗
jk = γC0

jk
(z∗jk) for jk ∈ I, z1∗ef = 0X∗ , z

0∗
ef = 0 for ef /∈ I,

and

z̃1∗ji = z̃∗ji, z̃
0∗
ji = γ

C̃0
ji

(z̃∗ji) for ji ∈ Ĩ , z̃1∗ed = 0X∗ , z̃
0∗
ed = 0 for ed /∈ Ĩ .

Then, it is clear that (z0∗, z̃0∗, z1∗, z̃1∗) is a feasible element to (DM ). Furthermore, it holds

−σS

(
−
∑
jk∈I

A∗jkz
∗
jk −

∑
ji∈Ĩ

B∗jiz̃
∗
ji

)
−
∑
ji∈Ĩ
〈z̃∗ji, pi〉 =

−σS

(
−
∑
jk∈I

A∗jkz
1∗
jk −

∑
ji∈Ĩ

B∗jiz̃
1∗
ji

)
−
∑
ji∈Ĩ
〈z̃1∗ji , pi〉 ≤ v(DM ),

for all (z∗, z̃∗) feasible to (D̃M ), from which follows that v(D̃M ) ≤ v(DM ).
Now, let (z0∗, z̃0∗, z1∗, z̃1∗) be feasible element to (DM ). By a careful look at the constraint set
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B we get by setting z∗jk = z1∗jk for jk ∈ I, z̃∗ji = z̃1∗ji for ji ∈ Ĩ and z∗ef = 0X∗ for ef /∈ I, z̃∗ed = 0X∗

for ed /∈ Ĩ that ∑
jk∈I

1

wjk
γC0

jk
(z∗jk) +

∑
ji∈Ĩ

1

w̃ji
γ
C̃0
ji

(z̃∗ji) ≤ 1.

Therefore, (z∗, z̃∗) is feasible to (D̃M ) and we have

−σS

(
−
∑
jk∈I

A∗jkz
1∗
jk −

∑
ji∈Ĩ

B∗jiz̃
1∗
ji

)
−
∑
ji∈Ĩ
〈z̃1∗ji , pi〉 =

−σS

(
−
∑
jk∈I

A∗jkz
∗
jk −

∑
ji∈Ĩ

B∗jiz̃
∗
ji

)
−
∑
ji∈Ĩ
〈z̃∗ji, pi〉 ≤ v(D̃M ),

for all (z0∗, z̃0∗, z1∗, z̃1∗) feasible to (DM ), i.e. v(DM ) ≤ v(D̃M ), which completes the proof. �

The next two theorems are direct consequences of Theorem 3.3.

Theorem 3.4. (strong duality) Between (PM ) and (D̃M ) holds strong duality, i.e. v(PM ) =
v(D̃M ) and the dual problem has an optimal solution.

Theorem 3.5. (optimality conditions) (a) Let x ∈ S be an optimal solution of the problem

(PM ). Then there exist (z∗, z̃
∗
) ∈ (X∗)|V | × (X∗)|Ṽ | and index sets I and Ĩ as an optimal

solution to (D̃M ), such that

(i) max
{
wefγCef (xe − xf ), ef ∈ V, w̃edγC̃ed(xe − pd), ed ∈ Ṽ

}
=
∑
jk∈I

γC0
jk

(z∗jk)γCjk(xj − xk) +
∑
ji∈Ĩ

γ
C̃0
ji

(z̃
∗
ji)γC̃ji(xj − pi),

(ii)

〈 ∑
jk∈I

A∗jkz
∗
jk +

∑
ji∈Ĩ

B∗jiz̃
∗
ji, x

〉
= −σS

 ∑
jk∈I

A∗jkz
∗
jk +

∑
ji∈Ĩ

B∗jiz̃
∗
ji

 ,

(iii) γC0
jk

(z∗jk)γCjk(xj − xk) = 〈z∗jk, xj − xk〉, jk ∈ I,

(iv) γ
C̃0
ji

(z̃
∗
ji)γC̃ji(xj − pi) = 〈z̃∗ji, xj − pi〉, ji ∈ Ĩ ,

(v) max
{
wefγCef (xe − xf ), ef ∈ V, w̃edγC̃ed(xe − pd), ed ∈ Ṽ

}
= wjkγCjk(xj − xk), jk ∈ I,

(vi) max
{
wefγCef (xe − xf ), ef ∈ V, w̃edγC̃ed(xe − pd), ed ∈ Ṽ

}
= w̃jiγC̃ji(xj − pi), ji ∈ Ĩ ,

(vii)
∑
jk∈I

1
wjk

γC0
jk

(z∗jk) +
∑
ji∈Ĩ

1
w̃ji
γ
C̃0
ji

(z̃
∗
ji) = 1, γC0

jk
(z∗jk) > 0, jk ∈ I, γ

C̃0
ji

(z̃
∗
ji) > 0, ji ∈ Ĩ , and

z∗ef = 0X∗ , ef /∈ I, z̃∗ed = 0X∗ , ed /∈ Ĩ .

(b) If there exists x ∈ S such that for some (z∗, z̃
∗
, I, Ĩ) the conditions (i)-(vii) are fulfilled, then

x is an optimal solution of (PM ), (z∗, z̃
∗
, I, Ĩ) is an optimal solution for (D̃M ) and v(PM ) =

v(D̃M ).
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Proof. (a) Theorem 3.4 implies for an optimal solution x ∈ S of (PM ) the existence of (z∗, z̃
∗
) ∈

(X∗)|V | × (X∗)|Ṽ | and index sets I and Ĩ, an optimal solution to (D̃M ), such that v(PM ) =
v(D̃M ), i.e.

max
{
wefγCef (xe − xf ), ef ∈ V, w̃edγC̃ed(xe − pd), ed ∈ Ṽ

}
= −σS

−∑
jk∈I

A∗jkz
∗
jk −

∑
ji∈Ĩ

B∗jiz̃
∗
ji

−∑
ji∈Ĩ

〈z̃∗ji, pi〉

⇔ max
{
wefγCef (xe − xf ), ef ∈ V, w̃edγC̃ed(xe − pd), ed ∈ Ṽ

}
+σS

−∑
jk∈I

A∗jkz
∗
jk −

∑
ji∈Ĩ

B∗jiz̃
∗
ji

+
∑
ji∈Ĩ

〈z̃∗ji, pi〉 = 0

⇔ max
{
wefγCef (xe − xf ), ef ∈ V, w̃edγC̃ed(xe − pd), ed ∈ Ṽ

}
+σS

−∑
jk∈I

A∗jkz
∗
jk −

∑
ji∈Ĩ

B∗jiz̃
∗
ji

+
∑
ji∈Ĩ

〈z̃∗ji, pi〉

+
∑
jk∈I

[γC0
jk

(z∗jk)γCjk(xj − xk)− 〈z∗jk, xj − xk〉]

−
∑
jk∈I

[γC0
jk

(z∗jk)γCjk(xj − xk)− 〈z∗jk, xj − xk〉]

+
∑
ji∈Ĩ

[γ
C̃0
ji

(z̃
∗
ji)γC̃ji(xj − pi)− 〈z̃

∗
ji, xj〉]−

∑
ji∈Ĩ

[γ
C̃0
ji

(z̃
∗
ji)γC̃ji(xj − pi)− 〈z̃

∗
ji, xj〉] = 0

⇔

[
max

{
(wefγCef (xe − xf ))ef∈V , (w̃edγC̃ed(xe − pd))ed∈Ṽ

}
−
∑
jk∈I

γC0
jk

(z∗jk)γCjk(xj − xk)−
∑
ji∈Ĩ

γ
C̃0
ji

(z̃
∗
ji)γC̃ji(xj − pi)

]

+
∑
jk∈I

[γC0
jk

(z∗jk)γCjk(xj − xk)− 〈z∗jk, xj − xk〉]

+
∑
ji∈Ĩ

[γ
C̃0
ji

(z̃
∗
ji)γC̃ji(xj − pi)− 〈z̃

∗
ji, xj − pi〉]

+

[
σS

−∑
jk∈I

A∗jkz
∗
jk −

∑
ji∈Ĩ

B∗jiz̃
∗
ji

+ 〈z∗jk, xj − xk〉+ 〈z̃∗ji, xj〉

]
= 0
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⇔

[
max

{
(wefγCef (xe − xf ))ef∈V , (w̃edγC̃ed(xe − pd))ed∈Ṽ

}
−
∑
jk∈I

1

wjk
γC0

jk
(z∗jk)wjkγCjk(xj − xk)−

∑
ji∈Ĩ

1

w̃ji
γ
C̃0
ji

(z̃
∗
ji)w̃jiγC̃ji(xj − pi)

]

+
∑
jk∈I

[γC0
jk

(z∗jk)γCjk(xj − xk)− 〈z∗jk, xj − xk〉]

+
∑
ji∈Ĩ

[γ
C̃0
ji

(z̃
∗
ji)γC̃ji(xj − pi)− 〈z̃

∗
ji, xj − pi〉]

+

[
σS

−∑
jk∈I

A∗jkz
∗
jk −

∑
ji∈Ĩ

B∗jiz̃
∗
ji

+ 〈A∗jkz∗jk, x〉+ 〈B∗jiz̃
∗
ji, x〉

]
= 0.

Lemma 2.2 implies that the first bracket is non-negative, from the generalized Cauchy-Schwarz
inequality (see 2) follows that the brackets in the two sums are non-negative and from the Young-
Fenchel inequality we get that the last bracket is also non-negative. Hence, the statements
(i)-(iv) are proved. Now, we take a careful look at the first bracket

max
{
wefγCef (xe − xf ), ef ∈ V, w̃edγC̃ed(xe − pd), ed ∈ Ṽ

}
=

∑
jk∈I

1

wjk
γC0

jk
(z∗jk)wjkγCjk(xj − xk) +

∑
ji∈Ĩ

1

w̃ji
γ
C̃0
ji

(z̃
∗
ji)w̃jiγC̃ji(xj − pi)

≤
∑
jk∈I

1

wjk
γC0

jk
(z∗jk) max

{
wefγCef (xe − xf ), ef ∈ V, w̃edγC̃ed(xe − pd), ed ∈ Ṽ

}
+
∑
ji∈Ĩ

1

w̃ji
γ
C̃0
ji

(z̃
∗
ji) max

{
wefγCef (xe − xf ), ef ∈ V, w̃edγC̃ed(xe − pd), ed ∈ Ṽ

}
≤ max

{
wefγCef (xe − xf ), ef ∈ V, w̃edγC̃ed(xe − pd), ed ∈ Ṽ

}
,

from which follows on the one hand that∑
jk∈I

1

wjk
γC0

jk
(z∗jk) +

∑
ji∈Ĩ

1

w̃ji
γ
C̃0
ji

(z̃∗ji) = 1,
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i.e. condition (vii), and on the other hand that∑
jk∈I

1

wjk
γC0

jk
(z∗jk) max

{
wefγCef (xe − xf ), ef ∈ V, w̃edγC̃ed(xe − pd), ed ∈ Ṽ

}
+
∑
ji∈Ĩ

1

w̃ji
γ
C̃0
ji

(z̃
∗
ji) max

{
wefγCef (xe − xf ), ef ∈ V, w̃edγC̃ed(xe − pd), ed ∈ Ṽ

}
=
∑
jk∈I

1

wjk
γC0

jk
(z∗jk)wjkγCjk(xj − xk) +

∑
ji∈Ĩ

1

w̃ji
γ
C̃0
ji

(z̃
∗
ji)w̃jiγC̃ji(xj − pi)

⇔
∑
jk∈I

1

wjk
γC0

jk
(z∗jk)

[
max

{
wefγCef (xe − xf ), ef ∈ V, w̃edγC̃ed(xe − pd), ed ∈ Ṽ

}

−wjkγCjk(xj − xk)

]

+
∑
ji∈Ĩ

1

w̃ji
γ
C̃0
ji

(z̃
∗
ji)

[
max

{
wefγCef (xe − xf ), ef ∈ V, w̃edγC̃ed(xe − pd), ed ∈ Ṽ

}

−w̃jiγC̃ji(xj − pi)

]
= 0.

As wjk, γC0
jk

(z∗jk) > 0, jk ∈ I, as well as w̃ji, γC̃0
ji

(z̃
∗
ji) > 0, ji ∈ Ĩ, we obtain that the brackets

are non-negative and must therefore be equal to zero, which finally yields the conditions (v) and
(vi).
(b) All calculation done within part (a) can also be made in the reverse direction.

4 Unconstrained multifacility minimax location problem in the
Euclidean space

In this section we are interested in a detailed analysis of the situation when S = Xm and X = Rd
and the gauges are defined by the Euclidean norm. In addition, we set wjk = 0 for 1 ≤ k ≤ j ≤ m
such that the index set V can be represented as V = {jk : 1 ≤ j < k ≤ m, wjk > 0}, i.e.
|V | ≤ (m/2)(m− 1). In other words, we will explore in the following the location problem

(PMN ) inf
xi∈Rd, i=1,...,m

max
{
wjk‖xj − xk‖, jk ∈ V, w̃ji‖xj − pi‖, ji ∈ Ṽ

}
. (15)

For the dual of the location problem (PMN ) we get by (14)

(D̃M
N ) sup

(z∗,z̃∗)∈B̃N

{
−
∑
ji∈Ĩ
〈z̃∗ji, pi〉

}
, (16)

20



where

B̃N =

{
(z∗, z̃∗) =

(
(z∗jk)jk∈V , (z̃

∗
ji)ji∈Ṽ )

)
∈ (Rd)|V | × (Rd)|Ṽ | : I ⊆ V, Ĩ ⊆ Ṽ ,

z∗jk ∈ Rd, jk ∈ I, z̃∗ji ∈ Rd, ji ∈ Ĩ ,
∑
jk∈I

1
wjk
‖z∗jk‖+

∑
ji∈Ĩ

1
w̃ji
‖z̃∗ji‖ ≤ 1,

∑
jk∈I

A∗jkz
∗
jk +

∑
ji∈Ĩ

B∗jiz̃
∗
ji = 0Rd × ...× Rd︸ ︷︷ ︸

m−times

, z∗ef = 0Rd , ef /∈ I, z̃∗ed = 0Rd , ed /∈ Ĩ

}
.

The next theorems are direct consequences of the results of the previous section.

Theorem 4.1. (strong duality) Between (PMN ) and (D̃M
N ) strong duality holds, i.e. v(PMN ) =

v(D̃M
N ) and the dual problem has an optimal solution.

Theorem 4.2. (optimality conditions) (a) Let (x1, ..., xm) be an optimal solution of the problem

(PMN ). Then there exist (z∗, z̃
∗
) and index sets I and Ĩ as an optimal solution to (D̃M

N ), such
that

(i) max
{
wef‖xe − xf‖, ef ∈ V, w̃ed‖xe − pd‖, ed ∈ Ṽ

}
=
∑
jk∈I
‖z∗jk‖‖xj − xk‖+

∑
ji∈Ĩ

‖z̃∗ji‖‖xj − pi‖,

(ii)
∑
jk∈I

A∗jkz
∗
jk +

∑
ji∈Ĩ

B∗jiz̃
∗
ji = 0Rd×...×Rd ,

(iii) ‖z∗jk‖‖xj − xk‖ = 〈z∗jk, xj − xk〉, jk ∈ I,

(iv) ‖z̃∗ji‖‖xj − pi‖ = 〈z̃∗ji, xj − pi〉, ji ∈ Ĩ ,

(v) max
{
wef‖xe − xf‖, ef ∈ V, w̃ed‖xe − pd‖, ed ∈ Ṽ

}
= wjk‖xj − xk‖, jk ∈ I,

(vi) max
{
wef‖xe − xf‖, ef ∈ V, w̃ed‖xe − pd‖, ed ∈ Ṽ

}
= w̃ji‖xj − pi‖, ji ∈ Ĩ ,

(vii)
∑
jk∈I

1
wjk
‖z∗jk‖+

∑
ji∈Ĩ

1
w̃ji
‖z̃∗ji‖ = 1, z∗jk ∈ Rd \ {0Rd} for jk ∈ I, z̃

∗
ji ∈ Rd \ {0Rd} for ji ∈ Ĩ

and z∗jk = 0Rd for jk /∈ I, z̃
∗
ji = 0Rd for ji /∈ Ĩ .

(b) If there exists (x1, ..., xm) such that for some (z∗, z̃
∗
, I, Ĩ) the conditions (i)-(vii) are fulfilled,

then x is an optimal solution of (PMN ), (z∗, z̃
∗
, I, Ĩ) is an optimal solution for (D̃M

N ) and v(PMN ) =

v(D̃M
N ).

Remark 4.1. The dual problem (D̃M
N ) can equivalently be written in the form (see Remark 3.1)

(D̃M
N ) sup

(z∗,z̃∗)∈B̃N

{
−
∑
ji∈Ṽ
〈z̃∗ji, pi〉

}
,
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where

B̃N =

{
(z∗, z̃∗) =

(
(z∗jk)jk∈V , (z̃

∗
ji)ji∈Ṽ

)
∈ (Rd)|V | × (Rd)|Ṽ | :

∑
jk∈V

1
wjk
‖z∗jk‖+

∑
ji∈Ṽ

1
w̃ji
‖z̃∗ji‖ ≤ 1,

∑
jk∈V

A∗jkz
∗
jk +

∑
ji∈Ṽ

B∗jiz̃
∗
ji = 0Rd × ...× Rd︸ ︷︷ ︸

m−times

}
.

For its corresponding Lagrange dual problem we obtain

(DD̃M
N ) inf

λ≥0,

x=(x1,...,xm)∈Rd×...×Rd

sup
(z∗,z̃∗)∈B̃N

{
−
∑
ji∈Ṽ
〈z̃∗ji, pi〉+〈

x,
∑
jk∈V

ATjkz
∗
jk +

∑
ji∈Ṽ

BT
jiz̃
∗
ji

〉
− λ

( ∑
jk∈V

1
wjk
‖z∗jk‖+

∑
ji∈Ṽ

1
w̃ji
‖z̃∗ji‖ − 1

)}

= inf
λ≥0,

xi∈Rd, i=1,...,m

{
λ+ sup

(z∗,z̃∗)∈B̃N

{
−
∑
ji∈Ṽ
〈z̃∗ji, pi〉

+
∑
jk∈V
〈x,ATjkz∗jk〉+

∑
ji∈Ṽ
〈x,BT

jiz̃
∗
ji〉 −

∑
jk∈V

λ
wjk
‖z∗jk‖ −

∑
ji∈Ṽ

λ
w̃ji
‖z̃∗ji‖

}}

= inf
λ≥0,

xi∈Rd, i=1,...,m

{
λ+

∑
jk∈V

sup
z∗jk∈Rd

{
〈Ajkx, z∗jk〉 −

λ
wjk
‖z∗jk‖

}

+
∑
ji∈Ṽ

sup
z̃∗ji∈Rd

{
〈Bjix, z̃∗ji〉 − 〈pi, z̃∗ji〉} − λ

wji
‖z̃∗ji‖

}}

= inf
λ≥0,

xi∈Rd, i=1,...,m

{
λ+

∑
jk∈V

sup
z∗jk∈Rd

{
〈xj − xk, z∗jk〉 −

λ
wjk
‖z∗jk‖

}

+
∑
ji∈Ṽ

sup
z̃∗ji∈Rd

{
〈xj − pi, z̃∗ji〉 − λ

w̃ji
‖z̃∗ji‖

}}
.

The case λ = 0 leads to xj − pi = 0, ji ∈ Ṽ , and xj − xk = 0, jk ∈ V , which contradicts our
assumption that the given points pi, i = 1, ..., n, are distinct, such that we can assume λ > 0.
For this reason we can write for the Lagrange dual problem, or rather, the bidual of the location
problem (PMN ),

(DD̃M
N ) inf

λ>0,

(x1,...,xm)∈Rd×...×Rd

{
λ+

∑
jk∈V

λ
wjk

sup
z∗jk∈Rd

{〈
wjk
λ (xj − xk), z∗jk

〉
− ‖z∗jk‖

}

+
∑
ji∈Ṽ

λ
w̃ji

sup
z̃∗ji∈Rd

{〈
w̃ji
λ (xj − pi), z̃∗ji

〉
− ‖z̃∗ji‖

}}
= inf

λ>0, (x1,...,xm)∈Rd×...×Rd,
wjk‖xj−xk‖≤λ, jk∈V, w̃ji‖xj−pi‖≤λ, ji∈Ṽ

λ

= inf
(x1,...,xm)∈Rd×...×Rd

max
{
wjk‖xj − xk‖, jk ∈ V, w̃ji‖xj − pi‖, ji ∈ Ṽ

}
.
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By using the Lagrange dual concept we transformed the dual problem (D̃M
N ) back into the mul-

tifacility minimax location problem (PMN ), showing that one has a full symmetry between the

location problem (PMN ), its dual problem (D̃M
N ) and the Lagrange dual problem (DD̃M

N ). In ad-
dition, we see that the Lagrange multiplier associated to the equality constraint can be identified
as the optimal solution of the multifacility minimax location problem (PMN ) and the Lagrange
multiplier associated to the inequality constraint as the optimal objective value. A similar fact
was stated in [15] for the case of a multifacility minisum location problem.

The next corollary gives an estimation of the length of the vectors z∗jk, jk ∈ V , and z̃∗ji, ji ∈ Ṽ ,

feasible to the dual problem (D̃M
N ).

Corollary 4.1. Let ws := max{(wjk)jk∈V , (wji)ji∈Ṽ }, then for any feasible solution (z∗, z̃∗) of

the problem (D̃M
N ) it holds

‖z∗jk‖ ≤
wswjk
ws + wjk

for jk ∈ V and ‖z̃∗ji‖ ≤
wswji
ws + wji

for ji ∈ Ṽ .

Proof. As (z∗, z̃∗) is a feasible solution of (D̃M
N ), it holds∑

jk∈V
A∗jkz

∗
jk +

∑
ji∈Ṽ

B∗jiz̃
∗
ji = 0Rd×...×Rd ⇔ −A∗uvz∗uv =

∑
jk∈V,
jk 6=uv

A∗jkz
∗
jk +

∑
ji∈Ṽ

B∗jiz̃
∗
ji

⇒ ‖A∗uvz∗uv‖ = ‖
∑
jk∈V,
jk 6=uv

A∗jkz
∗
jk +

∑
ji∈Ṽ

B∗jiz̃
∗
ji‖ ⇒ ‖A∗uvz∗uv‖ ≤

∑
jk∈V,
jk 6=uv

‖A∗jkz∗jk‖+
∑
ji∈Ṽ

‖B∗jiz̃∗ji‖

⇔
√

2‖z∗uv‖ ≤
∑
jk∈V,
jk 6=uv

√
2‖z∗jk‖+

∑
ji∈Ṽ

‖z̃∗ji‖ ⇔ ‖z∗uv‖ ≤
∑
jk∈V,
jk 6=uv

‖z∗jk‖+
1√
2

∑
ji∈Ṽ

‖z̃∗ji‖

⇒ ‖z∗uv‖ ≤
∑
jk∈V,
jk 6=uv

‖z∗jk‖+
∑
ji∈Ṽ

‖z̃∗ji‖, uv ∈ V,

and more than that, it holds

1 ≥
∑
jk∈V

1

wjk
‖z∗jk‖+

∑
ji∈Ṽ

1

w̃ji
‖z̃∗ji‖ =

1

wuv
‖z∗uv‖+

∑
jk∈V,
jk 6=uv

1

wjk
‖z∗jk‖+

∑
ji∈Ṽ

1

w̃ji
‖z̃∗ji‖

≥ 1

wuv
‖z∗uv‖+

1

ws

 ∑
jk∈V,
jk 6=uv

‖z∗jk‖+
∑
ji∈Ṽ

‖z̃∗ji‖

 ≥ 1

wuv
‖z∗uv‖+

1

ws
‖z∗uv‖

=
ws + wuv
wswuv

‖z∗uv‖,

which means that

‖z∗jk‖ ≤
wswjk
ws + wjk

, jk ∈ V.

In the same way, we get

‖z̃∗ji‖ ≤
wswji
ws + wji

, ji ∈ Ṽ .

�
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Example 4.1. For the existing facilities p1 = (0, 0)T , p2 = (−2, 3)T and p3 = (5, 8)T (t=3)
we want to locate two new facilities (m=2) in the plane (d = 2) . The weights are given by
w12 = w̃11 = w̃13 = w̃21 = w̃22 = 1 and w̃12 = w̃23 = 0 and define the following multifacility
minimax location problem

(PMN ) inf
(x1,x2)∈R2×R2

max {‖x1 − x2‖, ‖x1 − p1‖, ‖x1 − p3‖, ‖x2 − p1‖, ‖x2 − p2‖} ,

i.e. V = {12}, |V | = 1, Ṽ = {11, 13, 21, 22} and |Ṽ | = 4. From the Matlab Optimization Toolbox
we obtained the following solution x1 = (2.5, 4) and x2 = (0, 0)T . The corresponding objective
value was v(PMN ) = 4.72.
The dual problem (see Remark 3.1)

(D̃M
N ) max

(z∗12,z̃
∗
11,z̃
∗
13,z̃
∗
21,z̃
∗
22)∈B̃N

{〈z̃∗11 + z̃∗21, p1〉+ 〈z̃∗22, p2〉+ 〈z̃∗13, p3〉} ,

where

B̃N = {(z∗12, z̃∗11, z̃∗13, z̃∗21, z̃∗22) ∈ R2 × R2 × R2 × R2 × R2 : z∗12 + z̃∗11 + z̃∗13 = 0R2 ,

z̃∗21 + z̃∗22 = 0R2 , ‖z∗12‖+ ‖z̃∗11‖+ ‖z̃∗21‖+ ‖z̃∗22‖+ ‖z̃∗13‖ ≤ 1},

was also solved by the Matlab Optimization Toolbox. The following solution was obtained

z∗12 = z̃
∗
11 = (0.13, 0.21)T , z̃

∗
13 = (−0.26,−0.42)T , z̃

∗
21 = z̃

∗
22 = (0, 0)T ,

with the corresponding objective value v(D̃M
N ) = 4.72 = v(PMN ), i.e. I = {12} ⊆ V and Ĩ =

{11, 13} ⊆ Ṽ .
In the situation when we have only the solution of the dual problem one can reconstruct the
optimal solution of the primal problem in a recursive way by using the necessary and sufficient
optimality conditions given in Theorem 4.2. By condition (iv) we know that there exists α̃11 > 0
such that

z̃
∗
11 = α̃11(x1 − p1), i.e. ‖z̃∗11‖ = α̃11‖x1 − p1‖, (17)

and as, by condition (vi) it holds

v(D̃M
N ) = v(PMN ) = ‖x1 − p1‖ =

‖z̃∗11‖
α̃11

, (18)

we get by combining (17) and (18) that

z̃
∗
11 =

‖z̃∗11‖
v(D̃M

N )
(x1 − p1)⇔ x1 =

v(D̃M
N )

‖z̃∗11‖
z̃
∗
11 + p1 =

4.72

0.25
(0.13, 0.21)T = (2.5, 4)T .

More than that, by condition (iii) there exists α12 > 0 such that

z∗12 = α12(x1 − x2), i.e. ‖z∗12‖ = α12‖x1 − x2‖, (19)

and therefore, we derive from condition (v) that

v(D̃M
N ) = v(PMN ) = ‖x1 − x2‖ =

‖z∗12‖
α12

. (20)

Finally, taking (19) and (20) together yields

z∗12 =
‖z∗12‖
v(D̃M

N )
(x1 − x2)⇔ x2 = x1 −

v(D̃M
N )

‖z∗12‖
z∗12 = (2.5, 4)T − 4.72

0.25
(0.13, 0.21)T = (0, 0)T .

For a geometrical illustration see Figure 1.

24



Figure 1: Illustration of the Example 4.1.

Geometrical interpretation.
In the following we provide a geometrical characterization of the set of optimal solutions of the
dual problem by Theorem 4.2. By the conditions (iii) and (iv) it is clear that for jk ∈ I and

ji ∈ Ĩ the vectors z∗jk and z̃
∗
ji are parallel to the vectors xj − xk and xj − pi directed to xj ,

respectively. In addition, if we take into account the conditions (v), (vi) and (vii), then it is also

evident that jk ∈ I and ji ∈ Ĩ, i.e. z∗jk 6= 0Rd and z̃
∗
ji 6= 0Rd , if the points xk and pi are lying on

the border of the minimum covering ball with radius v(PMN ) centered in xj , respectively. Vice

versa, if jk /∈ I and ji /∈ Ĩ, then z∗jk = 0Rd and z̃
∗
ji = 0Rd , which is exactly the case when the

corresponding weights are zero or the points xk and pi are lying inside the minimum covering ball
centered in xj , respectively. Therefore, analogously to the geometrical interpretation presented

in [23] for single minimax location problems, one can identify the vectors z∗jk, jk ∈ I, and z̃
∗
ji,

ji ∈ Ĩ, as force vectors, which pull the points lying on the borders of the minimum covering
balls inside the balls in direction to the their corresponding centers, the gravity points xj (see
Figure 1).
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