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1Faculty of Mathematics, Chemnitz University of Technology, 09107 Chemnitz, Germany
2Department of Mathematical Sciences, Durham University, DH1 3LE, Great Britain
3Current address: Max Planck Institute for the Physics of Complex Systems, 01187

Dresden, Germany

Abstract

We study Schrödinger operators on L2(Rd) and `2(Zd) with a random
potential of alloy-type. The single-site potential is assumed to be exponentially
decaying but not of compact support. In the continuum setting we require a
generalized step-function shape. Wegner estimates are bounds on the average
number of eigenvalues in an energy interval of finite box restrictions of these
types of operators. In the described situation a Wegner estimate which is
polynomial in the volume of the box and linear in the size of the energy
interval holds. We apply the established Wegner estimate as an ingredient for
a localization proof via multiscale analysis.
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1 Introduction

The theory of Anderson localization is concerned with spatial concentration and
decay of eigenfunctions, as well as the corresponding dynamical quantities like
wave-packets. The interest in these features stems from the quantum theory of
disordered media, which provides a relation to transport properties of the modeled
medium.

A paradigmatic, and probably the most studied model in the mathematics
literature on Anderson localization is the alloy-type potential. The reason for
its popularity is that it allows to model structural features of the stochastic field
determining the potential explicitly. The features which have attracted most of
attention are non-monotonicity, the covering-property, and long-range correlations.

They have been addressed for instance in [Klo95], [Kir96], and [KSS98a], re-
spectively. A further advantage of the alloy-type model is, that it can be treated
in the continuum as well as in the discrete setting. In particular, the problem of
non-monotonicity in the potential has been tackled in many papers, with intensified
interest in recent years, [Klo95], [Ves01, Ves02], [HK02], [KN09], [KV06], [Bou09],
[Ves10a],[Ves10b], [ETV10, ETV11], [Krü12], [CE12], [ESS12].

The main results of the paper at hand are the following:

• A new Wegner estimate valid for discrete as well as continuum alloy-type
models.

• Along the way we give an explicit construction of strictly positive linear
combinations of translates of single-site potentials.

• Compatibility of non-monotonicity with long-range interactions in the mul-
tiscale analysis proof of interactions. This has been obtained by [Krü12] for
the discrete model. We show that this holds in the continuum case as well.

Our implementation of the multiscale analysis (MSA in the following) is a different
one than Krüger’s. Rather that relying on [Bou09], we use the strategy of [KSS98a].
This results in a much simpler version of the MSA. For the discrete alloy-type model
we give a detailed proof, accessible also to non-specialists.

For the continuum analogue we establish a result on the control of resonances,
which allows to merge into the MSA presented in [KSS98a].
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In a separate Section 3 we discuss the methodical and physical implications
of negative (sign-changing single-site potential) and long range (non-compactly
supported single-site potential) correlations.

2 Model and results

2.1 Model and basic notation

We first introduce the continuous model. The alloy-type model is given by the family
of Schrödinger operators

Hω := H0 + Vω on L2(Rd), H0 := −∆ + V0, ω ∈ Ω,

where −∆ is the negative Laplacian, V0 a Zd-periodic potential, and Vω denotes the
multiplication by the Zd-ergodic random field

Vω(x) :=
∑
k∈Zd

ωkU(x− k).

The so-called coupling constants ωk, k ∈ Zd, are assumed to be independent
identically distributed (i.i.d.) random variables according to a probability measure
µ with bounded support. Hence the probability space has a product structure
Ω := ×k∈Zd suppµ, is equipped with the σ-Algebra F generated by the cylinder
sets and the probability measure P := ⊗k∈Zdµ. The corresponding expectation is
denoted by E, i.e. E(·) :=

∫
Ω(·)P(dω). For a set Γ ⊂ Zd, EΓ denotes the expectation

with respect to ωk, k ∈ Γ. That is, EΓ(·) :=
∫

ΩΓ

∏
k∈Γ µ(dωk) where ΩΓ := ×k∈ΓR.

The function U : Rd → R is called single-site potential. Throughout this paper
we assume that V0 and Vω are infinitesimally bounded with respect to ∆ and that
the corresponding constants can be chosen uniform in ω ∈ Ω. This is in particular
satisfied if U is a so-called generalized step-function.

Definition 2.1 (Generalized step-function). Let Lpc(Rd) 3 w ≥ κχ(−1/2,1/2)d with
κ > 0 and p = 2 for d ≤ 3 and p > d/2 for d ≥ 4, where Lpc(R) denotes the vector
space of Lp(R) functions with compact support. Let u ∈ `1(Zd;R). A function
U : Rd → R of the form

U(x) =
∑
k∈Zd

u(k)w(x− k),

is called generalized step-function and the function u : Zd → R a convolution vector.
If U is a generalized step-function we define r = sup{‖x‖∞ : w(x) 6= 0}.

Recall that any real-valued function on Rd that is uniformly locally Lp, with
p = 2 for d ≤ 3 and p > d/2 for d ≥ 4, is infinitesimally bounded with respect to
the self-adjoint Laplacian ∆ on W 2,2(Rd), see e. g. [RS80, Theorem XIII.96]. This
is indeed satisfied for Vω if U is a generalized step-function, since for any unit cube
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C ⊂ Rd we have∫
C
|Vω(x)|pdx =

∫
C

∣∣∣∑
k∈Zd

ωk
∑
l∈Zd

u(l − k)w(x− l)
∣∣∣pdx (1)

≤ ωp+‖u‖
p
`1(Zd)

∫
C

∑
l∈Zd
|w(x− l)|pdx = ωp+‖u‖

p
`1(Zd)

‖w‖pLp(R),

where ω+ = sup{|t| : t ∈ suppµ}. Notice that the upper bound is uniform in
ω ∈ Ω. Hence, V0 and Vω are infinitesimally bounded with respect to ∆ and
the corresponding constants can be chosen uniform in ω ∈ Ω. Therefore, Hω is
self-adjoint (on the domain of ∆) and bounded from below (uniform in ω ∈ Ω).

Let us now introduce the discrete analogue of the alloy-type model. The discrete
alloy-type model is the family of Schrödinger operators

hω := h0 + vω on `2(Zd), ω ∈ Ω.

Here h0 is the negative discrete Laplacian on `2(Zd) given by

(h0ψ)(x) =
∑

‖x−y‖1=1

(ψ(x)− ψ(y)).

The random part vω is a multiplication operator by the function

vω(x) :=
∑
k∈Zd

ωk u(x− k),

where u ∈ `1(Zd;R) is called single-site potential. Notice that in the continuous
setting, the (discrete) single-site potential u plays the role of a convolution vector
to generate the (continuous) single-site potential U in form of a generalized step-
function. With other words, the convolution vector of a generalized step-function
serves as a single-site potential for our discrete model.

Next we introduce some assumptions on the function u and the measure µ which
may or may not hold. For k ∈ Zd we denote by ‖k‖1 :=

∑d
r=1|kr| the `1-norm of k.

Assumption (A). There are constants C,α > 0 such that for all k ∈ Zd we have

|u(k)| ≤ Ce−α‖k‖1 .

Assumption (A) gives rise to constants cu 6= 0 and I0 ∈ Nd0, both depending only
on the function u, i.e. C and α. The constants cu and I0 are defined in Section 4,
see in particular Eq. (5). We use the shorthand notation N = ‖I0‖1. If the mean
value u =

∑
k∈Zd u(k) is positive one can choose I0 = 0 and cu = u. If u = 0 then

I0 and cu depend on the behavior of the generating function associated to u, at the
argument value 1 ∈ Cd. Moreover, for any l > 0 we define

Rl := max

{
2l +

2

α
ln

2 · 3dC
|cu|(1− e−α/2)

,
8(d+ ‖I0‖1)2

α2

}
.

Assumption (B). The measure µ has a density ρ ∈ BV(R).
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Here BV(R) denotes the space of functions of finite total variation. A precise
definition of this function space is given in Section 5.

Assumption (C). We say that Assumption (C) is satisfied for δ > 0, if there exists
a decomposition u = u+ − δu− with u+, u− ∈ `1(Zd;R+

0 ), and ‖u−‖1 ≤ 1. For the
measure µ we assume suppµ = [0, ω+] for some ω+ > 0.

The estimates we want to prove concern finite box restrictions of the operator
Hω or hω, ω ∈ Ω. For l > 0 and j ∈ Zd we denote by

Λl(j) := (−l, l)d + j ⊂ Rd

the open cube of side length 2l centered at j. We will use the notation Λl := Λl(0).
By HΛ

ω we denote the restriction of the operator Hω to a bounded open set Λ ⊂ Rd
with Dirichlet boundary conditions on ∂Λ. In the special case when Λ is a cube,
HΛ
ω will denote the restriction of Hω to Λ either with Dirichlet or with periodic

boundary conditions. Let PB(HΛ
ω ) denote the spectral projection for the operator

HΛ
ω associated with a Borel set B ⊂ R. If Λ = Λl we will write H l

ω and PB(H l
ω)

instead of HΛl
ω and PB(HΛl

ω ). Analogously for the discrete model, for l > 0 and
j ∈ Zd let

Cl(j) :=
(
[−l, l]d + j

)
∩ Zd

and Cl := C(0). For C ⊂ Zd finite we denote the canonical inclusion `2(C)→ `2(Zd)
by ιC and the adjoint restriction `2(Zd)→ `2(C) by πC . The restriction of hω to C is
defined by hCω := πCh0ιC + πCvωιC : `2(C)→ `2(C). Let PB(hCω) denote the spectral
projection for the operator hCω associated with a Borel set B ⊂ R and if l > 0 and
C = Cl we will write hlω and PB(hlω) instead of hClω and PB(hClω ).

2.2 Results on Wegner estimate

Now we are in the position to state our bounds on the expected number of eigenvalues
of finite box Hamiltonians H l

ω and hlω in a bounded energy interval [E−ε, E+ε] ⊂ R.
They are called Wegner estimates [Weg81] and are inequalities of the type

∀ l > 0, E ∈ R, ε > 0: E
{

Tr
(
P[E−ε,E+ε](h

l
ω)
)}
≤ CW (2ε)a (2l + 1)b d (2)

with some (Wegner-)constant CW, some a ≤ 1 and some b ≥ 1. The exponent
a determines the quality of the estimate with respect to the length of the energy
interval and b the quality with respect to the volume of the cube Cl. The best
possible estimate is obtained in the case a = 1 and b = 1.

The precise formulation of the Wegner estimate relies on the definition of the
quantities r, cu, I0, N and Rl introduced above and defined precisely in Section 4.

Theorem 2.2 (Wegner estimate, continuous model). Assume that U is a generalized
step-function and that Assumptions (A) and (B) are satisfied. Then there exists
CW = CW(U) > 0 and N = N(u), such that for any l > 0 and any bounded interval
I := [E1, E2] ⊂ R we have with Γ = CRl+r

EΓ

{
Tr
(
PI(H

l
ω)
)}
≤ eE2CW‖ρ‖Var|I|(2l + 1)2d+N .
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Theorem 2.3 (Wegner estimate, discrete model). Let Assumptions (A) and (B)
be satisfied. Then there exists CW = CW(u) > 0 and N = N(u) such that for any
l > 0 and any bounded interval I ⊂ R we have with Γ = CRl

EΓ

{
Tr
(
PI(h

l
ω)
)}
≤ CW‖ρ‖Var|I|(2l + 1)2d+N .

Of course the same bound follows for the full expectation E{Tr(PI(h
l
ω))} and

E{Tr(PI(H
l
ω))}, respectively. However, in our application it is crucial to be able

to work with the partial average EΓ. The main point of Theorem 2.2 and 2.3 is
that no assumption on u (apart from exponential decay) is required. In particular,
the sign of u can change arbitrarily. Also, note that the result holds on the whole
energy axis.

Remark 2.4 (Continuous model). Theorem 2.2 has been already made available
in the preprint [PTV11]. It generalizes or is complementary to earlier results on
Wegner estimates. Let us compare the result of Theorem 2.2 to earlier ones of
Wegner estimates for alloy-type models with sign-changing single-site potential.

The papers [Klo95, HK02] concern alloy-type Schrödinger operators on L2(Rd).
The main result is a Wegner estimate for energies in a neighborhood of the infimum of
the spectrum. It applies to arbitrary non-vanishing single-site potentials u ∈ Cc(Rd)
and coupling constants with a piecewise absolutely continuous density. The upper
bound is linear in the volume of the box and Hölder-continuous in the energy
variable.

The papers [Ves02, KV06, Ves10b] establish Wegner estimates for both alloy-
type Schrödinger operators on L2(Rd) and discrete alloy-type models on `2(Zd).
We will discuss now the results of [Ves02, KV06, Ves10b] referring to operators
on L2(Rd). These papers give Wegner estimates that are linear in the volume of
the box and Lipschitz continuous in the energy variable. The bounds are valid for
all compact intervals along the energy axis. They apply to single-site potentials
U ∈ L∞c (Rd) of a generalized step function form with a convolution vector satisfying

s : θ 7→ s(θ) :=
∑
k∈Zd

u(k)e−ik·θ does not vanish on [0, 2π)d. (3)

Remark 2.5 (Discrete model). Theorem 2.3 has been made publicly available in
the preprint [PTV11] and generalizes the results established in [Ves10a]. There the
same result as in Theorem 2.3 has been established, under the additional assumption
that at least one of the following conditions holds:

(i) ū :=
∑

k∈Zd u(k) 6= 0, or

(ii) u is finitely supported, or

(iii) the space dimension satisfies d = 1.

If condition (i) is satisfied, the Wegner bound of [Ves10a] holds for all u ∈ `1(Zd)
not necessarily of exponential decay. The volume dependence of the upper bound
in the Wegner estimate in [Ves10a] is slightly better than ours here. A particularly
important case in [Ves10a] is the one when both conditions (i) and (ii) hold. In
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this situation the exponent of the length scale can be chosen to be equal to the
space dimension d. This corresponds to the volume exponent b = 1 in Ineq. (2),
and yields the Lipschitz continuity of the integrated density of states. This is the
distribution function N : R→ R obtained as the limit

lim
l→∞

1

(2l + 1)d
E
{

Tr
(
P(−∞,E](h

l
ω)
)}

=: N(E)

at all continuity points of N . Consequently its derivative, the density of states, exists
for almost all E ∈ R. While in certain situations where ū = 0, a Wegner estimate
was already established in [Ves10a], the improved proof presented here allows more
explicit control of the exponent b. The proof in [Ves10a] uses an induction argument
over the space dimension, which obscures certain parameter dependencies.

In the new preprint [ESS12] a Wegner estimate for compactly supported single-
site potentials with Hölder continuous distributions was proven.

2.3 Results on localization

The Wegner estimates from the previous subsection may be used as an ingredient
for the multiscale analysis. Localization then follows once an appropriate initial
scale estimate is satisfied. To keep things short, we restrict ourselves to the discrete
model. Similar results may be obtained for the continuous model as well, see the
discussion in Section 8. Our main results on localization for the discrete model are
formulated in the following three theorems. All of them are proven in Section 7.

Theorem 2.6 (Output of multiscale analysis). Let Assumptions (A) and (B)
be satisfied, I ⊂ R and assume that the initial scale estimate, as formulated in
Definition 7.6, holds in I.

Then, for almost all ω ∈ Ω, σc(hω)∩ I = ∅ and the eigenfunctions corresponding
to the eigenvalues of hω in I decay exponentially.

Theorem 2.6 is an adaptation of the multiscale analysis à la [KSS98a] for the
discrete alloy-type model with sign-changing long-range single-site potentials, once
the Wegner estimate from Theorem 2.3 is available.

Once the initial scale estimate is verified, Theorem 2.6 gives localization. The
proof of Theorem 2.6 is based on multiscale analysis in the manner of [vDK89,
KSS98a] using our Wegner estimate as an ingredient, and finally applying Theo-
rem 2.3 of [vDK89]. More precisely, we need a slight generalization of this theorem
since they consider the i.i.d. Anderson model only. We show in fact that Theorem 2.3
of [vDK89] stays valid for general families of self-adjoint operators, cf. Theorem 7.8.

If the single-site potential u has fixed sign, the validity of the initial scale estimate
is well known, see e.g. [KSS98b, KSS98a]. If the single-site potential changes sign,
far less is known. We prove the initial scale estimate in the case of large disorder
for all energies if the single-site potential decays exponentially. The proof is in
the manner of [Kir08, Ves10a] and is based on the so-called uniform control of
resonances, which we provide for our model in Section 6. At the infimum of the
spectrum we verify the initial scale estimate if the single-site potential has a small
negative part, including the case of unbounded support of the single-site potential.
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This is a generalization of [Ves01, Ves02], where similar results have been shown
for compactly supported single-site potentials. The paper [CE12] proves the an
initial length scale estimate at weak disorder for exponential decaying sign-changing
single-site potentials in the case d = 3. However, this result can be applied as
an ingredient for the multiscale analysis only for compactly supported single-site
potentials, since they prove a non-uniform version only. In this case a multiscale
analysis requires independence at distance.

Theorem 2.7 (Localization, large disorder). Let Assumptions (A) and (B) be
satisfied and ‖ρ‖BV be sufficiently small. Then, for almost all ω ∈ Ω, σc(hω) = ∅
and the eigenfunctions corresponding to the eigenvalues of hω decay exponentially.

Theorem 2.8 (Localization, small negative part of u). Let Assumptions (A) and
(B) be satisfied and u > 0. Then there exists δ > 0 and ε > 0, such that if
Assumption (C) is satisfied for δ, then, for almost all ω ∈ Ω, σc(hω) ∩ [−ε, ε] = ∅
and the eigenfunctions corresponding to the eigenvalues of hω decay exponentially.

Remark 2.9 (Localization, continuous model). Based on the Wegner estimate from
Theorem 2.2 and the uniform control of resonances from Proposition 6.3 for the
continuous model, similar results to those of Theorem 2.6, 2.7 and 2.8 follow for
the continuous alloy-type model on L2(Rd) with a generalized step function as a
single-site potential. This is discussed in detail in Section 8.

Remark 2.10. Recently Krüger [Krü12] has obtained results on localization for a
class of discrete alloy-type models which includes the ones considered here. The
results rely on the multiscale analysis and the use of Cartan’s lemma in the spirit
as is has been used earlier, e.g. in [Bou09].

There has been also recent progress for discrete alloy-type models for localization
proofs via the fractional moment method. In [TV10b] boundedness of fractional
moments of the Greens function was established under condition (3). In [ETV10,
ETV11] finite volume criteria for a localization proof via the fractional moment
method were established. The best results so far in this setting have been obtained
in the recent preprint [ESS12]. There fractional moment bounds and localization
for a class of matrix valued Anderson models, as well as discrete alloy-type models
has been derived.

3 Non-monotonicity and long range interactions

The results of the paper address several challenges present in the theory of Anderson
localization. Here we will discuss these aspects first separately, and then how they
interact. We will make clear how this is manifested in the methodical implementation
of the proof on the one hand, and the underlying physical phenomena on the other.

While in the theory of Anderson localization one is ultimately interested in
spatial concentration and decay of eigenfunctions, as well as corresponding dynamical
quantities like wave packets, a crucial intermediate stage of the analysis concerns
the regularity of the distribution of spectral data.

More precisely, one needs to understand how the regularity properties of the
stochastic process defining the random potential, or more precisely of its distribution
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measure, translate into regularity of the distribution of various spectral quantities.
Particular aspects of the random potential of alloy-type having effect on regularity
of spectral data are the following:

Sign change of the single-site potential and negative correlations

The first Wegner estimates and localization proofs for alloy-type potentials concerned
non-negative single-site potentials. This implies that the quadratic form associated
with the random Hamiltonian and thus the eigenvalues are monotone functions of
the coupling constants. This facilitates rather explicit averaging estimates. Later
on Wegner estimates were developed for sign-changing single-site potentials as well,
see the discussion in Section 1. The problem of non-monotonicity is not just a
technical effect of the methods of proof. For instance, a random perturbation of
vanishing mean will not induce effective averaging of spectral data on the level
of first order perturbation theory. This is reflected in Theorem 2.3 concerning a
Wegner estimate. The constant Cu there captures the vanishing and non-vanishing
of moments associated to the single-site perturbation. To overcome the problems
posed by non-monotonicity we employ averaging over local environments: While in
the monotone situation typically averaging over the random variables associated to
matrix coefficients of a Hamiltonian on a finite volume subsystem is sufficient to
regularize spectral data, we average over the surrounding randomness as well.

Regularity of the single-site marginal distribution

It goes without saying that this feature is crucial for the smoothness of the distribu-
tion of spectral data.

From our results concerning sign-changing single-site potentials we have to require
more regularity than for the analogous statements with semidefinite perturbations.
While this is a restriction it appears naturally in this context, see e.g. [Klo95, Ves01,
Ves02, HK02]. It is quite remarkable that [Krü12] implements a multiscale analysis
which does not need weak differentiability of the single-site distribution. However, he
obtains a weaker Wegner estimate than ours. The recent preprint [ESS12] can even
treat Hölder continuous single-site distributions in the framework of the fractional
moment method, for the strong disorder regime.

Long range correlation

A single-site potential u of non-compact support induces correlations at infinite
distances. While this does not affect the proof of the Wegner estimate itself, it does
its use in the multiscale analysis. A sufficiently fast decay of the single-site potential
ensures that resonant energies in different regions are sufficiently decorrelated, cf.
[KSS98a] and Section 6 here.

Simultaneous long-range and negative correlations

In the literature on alloy-type models sign-changing single-site potentials (resulting
in negative correlations of the stochastic field Vω(x), x ∈ Rd) and non-compactly
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supported single-site potentials (resulting in long range correlations of the stochastic
field) are treated separately, see however the recent [Krü12].

In the models we consider, both on the lattice and the continuum, both difficulties
are present, which posed an additional challenge for the understanding of the physical
phenomena leading to averaging of spectral data and ultimately to localization. On
first sight one might ask whether the two difficulties are intertwined at all or can
they simply be treated separately.

It turns out that this is not the case, as our proof shows, reflecting an inher-
ent mechanism of non-monotone averaging. To obtain a Wegner estimate for a
Hamiltonian on a finite box we need to average not only over the random variables
contained in the box, but over a surrounding belt as well, growing with the size of
the box.

This shows that although negative correlations are a-priori a local phenomenon,
they cannot be controlled without taking care of long range correlations of the
potential as well. Furthermore, non-monotonicity of our model results in a weaker
Wegner estimate (the volume term appears with a controllable, but possibly high
power). This is the reason why we can treat only exponentially decaying sign-
changing single-site potentials. An extension of our results to a restricted class of
polynomially decaying potentials is possible, but is very technical.

In other work [TV10a, TV13b, TV13a] two of us have derived complementary
results concerning alloy-type models on the lattice, which shed new light on the
result of this paper. The contributions [TV10a, TV13b] concern the question to
what extend discrete alloy-type potentials are a good way to model correlated fields
on the lattice. There exist abstract conditions [vDK91, ASFH01] on stochastic
fields on Zd which ensure that a proof of localization can be carried out following
the multiscale analysis or the fractional moment method. They apply to a class of
Gaussian fields (but not all).

However, for discrete alloy-type potentials the abstract conditions are not
satisfied, as long as the coupling constants and the support of the single-site
potential are bounded. Moreover, discrete alloy-type potentials are used in other
areas of mathematics under the name of multidimensional moving average processes.
So, they can be considered as a class of its own for modeling correlated potentials
of the Anderson model.

In this paper we establish for a class of random Hamiltonians, among others,
exponential localization in a specified energy region, i.e. almost sure exponential
decay of eigenfunctions. In the papers [Krü12, ESS12] for a closely related class
of models on the lattice dynamical localization was established. In the continuum
setting there is a general paradigm [GK01] that various forms of localization,
including exponential and dynamical coincide under natural assumptions on the
model. For this reason one denotes the corresponding energy interval as the region
of complete localization.

In the physics community localization is interpreted in terms of decay of correla-
tions (of Green’s and eigenfunctions), in terms of the inverse participation ratio, and
eigenvalue statistics. Thus it is desirable that the region of complete localization
can be characterized in terms of these notions as well.

There have been efforts and (modest) progress in this direction. Specifically,
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starting with the paper [Mol81] there have been mathematically rigorous results
on Poisson statistics of eigenvalues. While [Mol81] concerns a continuum model
in one dimension, [Min96] established Poisson-statistics in the localized regime
for the Anderson model on Zd in arbitrary dimension. Subsequently there was
further progress in this direction, cf. [GV07, BHS07, CGK09, GK13, GK12]. In
a recent paper [TV13a] we showed that the result of Minami can be extended to
a certain class of discrete alloy-type, and Poisson statistics of eigenvalues follows
along [GK13].

While the class of potentials treated in [TV13a] is quite restricted, it is the
first rigorous result, a part from one-dimensional ones, where the random variables
couple to a perturbation which is not of rank one.

4 Positive combinations of translated single-site potentials

In this section we consider (possibly infinite) linear combinations of translates of
the (discrete) single-site potential u. In this section we assume that Assumption
(A) holds, i.e. there are constants C,α > 0 such that

|u(k)| ≤ Ce−α‖k‖1 , (4)

and that u is distinct from the zero function. Under these hypotheses we identify
a sequence of coefficients such that the resulting linear combination is uniformly
positive on the whole space Zd (cf. Proposition 4.1) or some finite subset of Zd (cf.
Proposition 4.2).

First we introduce the following multi-index notation: If I = (i1, . . . , id) ∈ Zd
and z ∈ Cd, we define

zI = zi11 · z
i2
2 · . . . · z

id
d ,

and if I ∈ Nd0, we define

DI
z =

∂i1

∂zi11
· ∂

i2

∂zi22
· . . . · ∂id

∂zd
id
, I! = i1! · i2! · . . . · id!.

We also introduce comparison symbols for multi-indices: If I, J ∈ Nd0, we write
J ≤ I if we have jr ≤ ir for all r = 1, 2, . . . , d, and we write J < I if J ≤ I and
‖J‖1 < ‖I‖1. For J ≤ I, we use the short hand notation(

I

J

)
=

(
i1
j1

)
·
(
i2
j2

)
· . . . ·

(
id
jd

)
.

Finally, 0,1 denote the vectors (0, . . . , 0) and (1, . . . , 1) ∈ Cd, respectively.
We also recall the following facts from multidimensional complex analysis. Let

D ⊂ Cd be open. We call a complex valued function f : D → C holomorphic, if
every point w ∈ D has an open neighborhood U , w ∈ U ⊂ D, such that f has a
power series expansion around w, which converges to f(z) for all z ∈ U . Osgood’s
lemma tells us that, if f : D → C is continuous and holomorphic in each variable
separately (in the sense of one-dimensional complex analysis), then f is holomorphic,
see [GR09]. Let fn : D → C be a sequence of holomorphic functions. We say that
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∑
n fn converges normally in D, if for every w ∈ D there is an open neighborhood

U , w ∈ U ⊂ D, such that
∑

n‖fn‖U,∞ < ∞. Normally convergent sequences of
holomorphic functions can be rearranged arbitrarily, the limit is again holomorphic,
and differentiation can be carried out termwise, which follows from Weierstrass’
theorem, see [Rem84, p. 226] for the one-dimensional case and [Nar95, p. 7] for the
higher dimensional case.

For δ ∈ (0, 1 − e−α) we consider the to u associated generating function F :
Dδ ⊂ Cd → C,

Dδ = {z ∈ Cd : |z1 − 1| < δ, . . . , |zd − 1| < δ}, F (z) =
∑
k∈Zd

u(−k)zk.

Notice that the sum
∑

k∈Zd u(−k)zk is normally convergent in Dδ by our choice
of δ and the exponential decay condition (4). By Weierstrass’ theorem, F is a
holomorphic function. Since F is holomorphic and not identically zero, we have
(DI

zF )(1) 6= 0 for at least one I ∈ Nd0. Therefore, there exists a multi-index I0 ∈ Nd0
(not necessarily unique), such that we have

(DI
zF )(1) =

{
cu 6= 0, if I = I0,

0, if I < I0.
(5)

Such a I0 can be found by diagonal inspection: Let n ≥ 0 be the largest integer such
that DI

zF (1) = 0 for all ‖I‖1 < n. Then choose a multi-index I0 ∈ Nd0, ‖I0‖1 = n
with (DI0

z F )(1) 6= 0.

Proposition 4.1. Let u, cu and I0 be as in (4) and (5). Let further I ∈ Nd0 with
I ≤ I0, and define a : Zd → Z by

a(k) = kI .

Then we have for all x ∈ Zd

∑
k∈Zd

a(k)u(x− k) =

{
0, if I < I0,

cu, if I = I0.
(6)

Proof. We introduce, again, a bit of notation. For s ∈ Cd and k ∈ Zd let

es = (es1 , . . . , esd) and 〈k, s〉 =

d∑
r=1

krsr.

Let I ≤ I0. Then the chain rule yields (for all s ∈ Cδ := {s ∈ Cd : es ∈ Dδ})

DI
s(F (es)) =

∑
J≤I

cJ (DJ
z F )(es) e〈J,s〉

= (DI
zF )(es) e〈I,s〉 +

∑
J<I

cJ (DJ
z F )(es) e〈J,s〉,

12



with suitable integers cJ ≥ 1 and, in particular, cI = 1. This and Eq. (5) imply that

DI
s(F (es))

∣∣
s=0

=

{
0, if I < I0,

cI0 (DI0
z F )(1) = cu, if I = I0.

(7)

Next, we use the identity a(k) = kI = DI
se
〈k,s〉∣∣

s=0
. Note that the series

∑
k∈Zd u(x−

k)e〈k,s〉 converges normally on the domain

Eα = {s ∈ Cd | −α < Re(sj) < α for all j = 1, 2, . . . , d}.

Therefore, we can rearrange arbitrarily, differentiate componentwise, and obtain for
all s ∈ Cδ ∩ Eα by substitution ν = k − x and the product rule∑

k∈Zd
u(x− k)DI

se
〈k,s〉 = DI

s

∑
k∈Zd

u(x− k)e〈k,s〉

= DI
s

(
e〈x,s〉

∑
ν∈Zd

u(−ν)e〈ν,s〉
)

= DI
s

(
F (es)e〈x,s〉

)
=
∑
J≤I

(
I

J

)(
DJ
s F (es)

)
DI−J
s e〈x,s〉.

Finally, evaluating at s = 0 and using (7) yields∑
k∈Zd

a(k)u(x− k) =
∑
J≤I

(
I

J

)(
DJ
s F (es)

)∣∣
s=0

(
DI−J
s (e〈x,s〉

)∣∣
s=0

=

{
0, if I < I0,

cu, if I = I0.

In Proposition 4.1 we identified a sequence of coefficients such that the associated
linear combination of translated single-site potentials is positive on the whole of
Zd. However, the sequence cannot be used for Theorem 5.1 and 5.1 directly. This
problem can be resolved if we take into consideration that the positivity assumption
in Theorem 5.1 and 5.2 concerns lattice sites in Λl respectively Cl only.

Recall that the constants d, α, C and cu are all determined by the choice of
the exponentially decreasing function u : Zd → R. Now we choose I = I0 in
Proposition 4.1. The next proposition tells us, for all integer vectors x in the box
Cl, how far we have to exhaust Zd in the sum (6), in order to guarantee that the
result is ≥ cu/2 (assuming for a moment that cu > 0). The exhaustion is described
by the integer indices in another box CR, and the proposition describes the relation
between the sizes l and R. For large enough l, this relation is linear.

Proposition 4.2. Let u, cu and I0 be as in (4) and (5). Let further l > 0 and
define

Rl := max

{
2l +

2

α
ln

2 3dC

|cu|(1− e−α/2)
,
8(d+ ‖I0‖1)2

α2

}
. (8)

Then we have for all x ∈ Cl

2

cu

∑
k∈CRl

kI0 u(x− k) ≥ 1.

13



Proof. We know from Proposition 4.1 that

1

cu

∑
k∈Zd

kI0 u(x− k) = 1,

for all x ∈ Zd. Thus we need to prove, for x ∈ Cl = Zd ∩ [−l, l]d, that

∣∣∣ ∑
k∈Zd\CRl

kI0 u(x− k)
∣∣∣ ≤ |cu|

2
. (9)

Using the triangle inequality ‖x− k‖∞ + ‖x‖∞ ≥ ‖k‖∞, ‖k‖∞ ≤ ‖k‖1, and that u
is exponentially decreasing, we obtain∣∣∣ ∑

k∈Zd\CRl

kI0 u(x− k)
∣∣∣ ≤ Ceα‖x‖∞

∑
k∈Zd\CRl

‖k‖‖I0‖1∞ e−α‖k‖∞

≤ Ceαl
∞∑

r=dRle

(2r + 1)d r‖I0‖1 e−αr

≤ C3deαl
∞∑

r=dRle

rd+‖I0‖1e−αr.

Here dxe = min{k ∈ Z : k ≥ x}. Using Lemma 4.3 below and r ≥ Rl ≥ [8(d +
‖I0‖1)2]/α2, we conclude that rd+‖I0‖1 ≤ eαr/2, which implies that

∣∣∣ ∑
k∈Zd\CRl

kI0 u(x− k)
∣∣∣ ≤ C3deαl

∞∑
r=dRle

e−αr/2 = C3deαl
e−αdRle/2

1− e−α/2
.

Finally, using dRle ≥ 2l + (2/α) ln(2 · 3dC/(|cu|(1− e−α/2)), we conclude Ineq. (9)
which ends the proof.

Lemma 4.3. Let M,α > 0. Then

n ≥ 8M2

α2
⇒ nM < eαn/2.

Proof. If n ≥ 8M2/α2 then

n ≤ α2n2

8M2
.

Since

e
αn
2M = 1 +

αn

2M
+
α2n2

8M2
+ · · · > α2n2

8M2
,

we conclude that n ≤ eαn/(2M), or, equivalently, nM ≤ eαn/2.
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5 Abstract Wegner estimates; proof of Theorem 2.2 and 2.3

Recall that the space of functions of finite total variation BV(R) is the set of
integrable functions f : R→ R whose distributional derivatives are signed measures
with finite variation, i.e.

BV(R) := {f : R→ R | f ∈ L1(R), Df is a signed measure, |Df |(R) <∞}.

To say that a distributional derivative Df of a function f ∈ L1
loc(R) is a signed

measure means that there exists a regular signed Borel measure ν on R such that∫
R
φdν = −

∫
R
fφ′dx

for all φ ∈ C∞c (R). A norm on BV(R) is defined by ‖f‖BV(R) := ‖f‖L1(R) + ‖f‖Var,
where

‖f‖Var := |Df |(R) = sup
{∫

R
fv′dx : v ∈ C∞c (R), |v| ≤ 1

}
.

Note that if f ∈ W 1,1(R) then f ∈ BV(R). In particular, one has the equalities
‖f‖W 1,1(R) = ‖f‖BV(R) and ‖f‖L1(R) = ‖f‖Var provided the norms are well defined.

In [KV06] an abstract Wegner estimate for the continuous model was established,
which we will be able to use in our situation. Let us first fix some notation. For
an open set Λ ⊂ Rd, Λ̃ is the set of lattice sites j ∈ Zd such that the characteristic
function of the cube Λ1/2(j) does not vanish identically on Λ. For j ∈ Zd we denote
by χj the characteristic function of the cube Λ1/2(j).

Theorem 5.1 ([KV06]). Let Assumption (B) be satisfied and assume there is
l0 > 0 such that for arbitrary l ≥ l0 and every j ∈ Λ̃l there is a compactly supported
sequence tj,l ∈ `1(Zd;R) such that∑

k∈Zd
tj,n(k)U(x− k) ≥ χj(x) for all x ∈ Λl.

Let further I := [E1, E2] be an arbitrary interval. Then for any l ≥ l0

EΓ{TrPI(H
l
ω)} ≤ CeE2‖ρ‖Var|I|

∑
j∈Λ̃l

‖tj,l‖`1(Zd),

where C is a constant independent of l and I and Γ =
⋃
j∈Λ̃l

supp tj,l.

In [KV06] this theorem was stated for compactly supported U : Rd → R and
with the partial average EΓ(. . .) replaced by the total average E(. . .). That the
theorem holds in the slightly stronger form stated here can be seen by following the
proof of Theorem 5.2 treating the discrete case.

Theorem 5.2 (Discrete analogue of [KV06]). Let Assumption (B) be satisfied and
assume there is l0 > 0 such that for arbitrary l ≥ l0 and every j ∈ Cl there is a
compactly supported sequence tj,l ∈ `1(Zd) such that∑

k∈Zd
tj,l(k)u(x− k) ≥ δj(x) for all x ∈ Cl.
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Let further I := [E1, E2] be an arbitrary interval. Then for any l ≥ l0 we have

EΓ{TrPI(h
l
ω)} ≤ 1

2
‖ρ‖Var|I|

∑
j∈Cl

‖tj,l‖`1(Zd),

where Γ =
⋃
j∈Cl supp tj,l.

For the proof of Theorem 5.2 we will use an estimate on averages of spectral
projections of certain self-adjoint operators. More precisely, let H be a Hilbert space
and consider the following operators on H. Let H be self-adjoint, W symmetric and
H-bounded, J bounded and non-negative with J2 ≤W , H(ζ) = H + ζW for ζ ∈ R,
and PI(H(ζ)) the corresponding spectral projection onto an Interval I ⊂ R. Then,
for any g ∈ L∞(R) ∩ L1(R), ψ ∈ H with ‖ψ‖ = 1 and bounded interval I ⊂ R,∫

R

〈
ψ, JPI(H(ζ))Jψ

〉
g(ζ)dζ ≤ ‖g‖∞|I|. (10)

For a proof of Ineq. (10) we refer to [CH94] where compactly supported g is
considered. The non-compactly supported case was first treated in [FHLM97], see
also [Ves08, Lemma 5.3.2] for a detailed proof.

Proof of Theorem 5.2. In order to estimate the terms of the sum in the expectation
EΓ{TrPI(h

l
ω)} =

∑
j∈Cl EΓ{‖PI(hlω)δj‖2} we fix l ≥ l0 and j ∈ Cl, and set Σ =

supp tj,l ⊂ Zd and t = tj,l. Recall that

hlω = πClh0ιCl +
∑

k∈Zd\Σ

ωku(· − k) +
∑
k∈Σ

ωku(· − k).

We pick some o ∈ Σ with t(o) 6= 0 and denote by M the finite dimensional linear
(and invertible) transformation (ηk)k∈Σ 7→ (ωk)k∈Σ = M(ηk)k∈Σ defined as follows:
ωo = t(o)ηo and ωk = t(k)ηo + t(o)ηk for k ∈ Σ \ {o}. Note that M is invertible
and |detM | = |t(o)||Σ|. With this transformation there holds for arbitrary fixed
(ωk)k∈Zd\Σ ∫

R|Σ|

∥∥PI(hlω)δj
∥∥2
∏
k∈Σ

ρ(ωk)dωk =

∫
R|Σ|

∥∥PI(hlω,η)δj∥∥2
k(η)dη,

where η = (ηk)k∈Σ, dη =
∏
k∈Σ dηk,

k(η) = |t(o)||Σ|ρ(t(o)ηo)
∏

k∈Σ\{o}

ρ(t(k)ηo + t(o)ηk),

and

hlω,η := πClh0ιCl +
∑

k∈Zd\Σ

ωku(· − k) + t(o)
∑

k∈Σ\{o}

ηku(· − k) + ηo
∑
k∈Σ

t(k)u(· − k).
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We denote by Pj : `2(Zd) → `2(Zd) the orthogonal projection given by Pjφ =
φ(j)δj and apply Ineq. (10) with the choice H = hlω,η − ηo

∑
k∈Σ t(k)u(· − k),

W =
∑

k∈Σ t(k)u(· − k), ζ = ηo and J = Pj . This gives by Lebesgue’s theorem∫
R|Σ|

∥∥PI(hlω)δj
∥∥2
∏
k∈Σ

ρ(ωk)dωk ≤ |I|
∫
R|Σ|−1

sup
ηo∈R
|k(η)|

∏
k∈Σ\{o}

dηk. (11)

If ρ ∈W 1,1(R), we use supηo∈R|k(η)| ≤ 1
2

∫
R|∂ok|dηo. By the product rule we obtain

for the partial derivative (while substituting back into original coordinates)

∂

∂ηo
k(η) = |t(o)||Σ|

∑
k∈Σ

t(k)ρ′(ωk)
∏

j∈Σ\{k}

ρ(ωj).

Hence, the right hand side of Ineq. (11) is bounded by 1
2 |I|‖ρ

′‖L1(R)

∑
k∈Σ|t(k)|.

Since all the steps were independent of j ∈ Cl, we in turn obtain the statement of
the theorem in the case ρ ∈W 1,1(R). We use the fact that for ρ of bounded total
variation and compact support there is sequence ρk ∈ C∞c (R), k ∈ N, such that
‖ρk‖L1(R) = 1 for all k ∈ N, limk→∞‖ρk‖Var = ‖ρ‖Var and limk→∞‖ρk−ρ‖L1(R) = 0,
see e.g. [Zie89] or Lemma 5.3 below. Since ‖ρk‖Var = ‖ρ′k‖L1(R) for ρk ∈ C∞c (R),
the same consideration as above gives∫

R|Σ|

∥∥PI(hlω)δj
∥∥2
∏
i∈Σ

ρk(ωi)dωi ≤
1

2
|I|‖ρk‖Var

∑
k∈Σ

|t(k)| (12)

for all k ∈ N. By a limiting argument, see [KV06] for details, one obtains Ineq. (12)
with ρk replaced by ρ. This proves the theorem.

Lemma 5.3. Let u : R→ R+
0 be a function of finite variation and bounded support.

Assume additionally ‖u‖L1(R) = 1. Then there exists a sequence uk ∈ C∞c , k ∈ N,
such that ‖uk‖L1(R) = 1 for all k ∈ N,

lim
k→∞
‖uk‖Var = ‖u‖Var (13)

and

lim
k→∞
‖uk − u‖L1(R) = 0. (14)

Proof. Let φ ∈ C∞c (R) be non-negative with suppφ ⊂ [−1, 1] and ‖φ‖L1(R) = 1.

For ε > 0 set φε : R→ R+
0 , φε(x) = ε−1φ(x/ε). The function φε belongs to C∞c (R)

and fulfills ‖φε‖L1(R) = 1. Now consider uε : R→ R+
0 ,

uε(x) =

∫
R
φε(x− y)u(y)dy.

Obviously, uε ∈ C∞c (R) and by Fubini’s theorem ‖uε‖L1(R) = 1. The proof of the
relation (14) is due to Theorem 1.6.1 in [Zie89]. For the proof of the relation (13),
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first note

‖u‖Var = |Du|(R) = sup
{∫

R
uv′dx : v ∈ C∞c (R), |v| ≤ 1

}
= sup

{
lim
ε↘0

∫
R
uεv
′dx : v ∈ C∞c (R), |v| ≤ 1

}
≤ lim inf

ε↘0
|Duε|(R) = lim inf

ε↘0
‖uε‖Var,

since uε converges to u in L1(R) and v′ is bounded. Let now ψ ∈ C∞c (R) with
|ψ| ≤ 1 and set ψε = φε ∗ ψ. Then we have by Fubini’s theorem

‖u‖Var ≥
∣∣∣∫

R
uψ′εdx

∣∣∣ =
∣∣∣∫

R
u(ψ ∗ φε)′dx

∣∣∣ =
∣∣∣∫

R
ψ′(u ∗ φε)dx

∣∣∣ =
∣∣∣∫

R
uεψ

′dx
∣∣∣.

Taking supremum over all such ψ gives ‖u‖Var ≥ ‖uε‖Var. This proves the lemma.

Assume Assumption (A), i.e. that there are C,α ∈ (0,∞) such that |u(x)| ≤
Ce−α‖x‖1 for all x ∈ Zd. Let I0 and cu 6= 0 be as in Eq. (5). In Section 4 we
constructed for each l > 0 a number Rl > 0 such that

2

cu

∑
k∈CRl

kI0u(x− k) ≥ 1 for all x ∈ Cl. (15)

This fact is proven in Proposition 4.2 and we apply it for the continuous model if U
is a generalized step-function with a exponential decaying convolution vector and
for the discrete model with exponential decaying single-site potential to verify the
hypothesis of Theorem 5.1 and 5.2.

Proof of Theorem 2.3. Let l0 > 0 be arbitrary. By Ineq. (15) (respectively Propo-
sition 4.2), the hypothesis of Theorem 5.2 is satisfied with the choice tj,l ∈ `1(Zd)
given by

tj,l(k) =

{
2kI0/cu if k ∈ CRl ,

0 else,

for l ≥ l0 and j ∈ Cl. It follows for all l ≥ l0 and j ∈ Cl that Γ = CRl and∑
j∈Cl

‖tj,l‖`1(Zd) ≤
2

|cu|
(2l + 1)d

∑
k∈CRl

|kI0 | ≤ 2

|cu|
(2l + 1)d(2Rl + 1)dR

‖I0‖1
l .

Recall that by Proposition 4.2, Rl = max{2l +D,D′} < 2l +D +D′ with D and
D′ depending only on the single-site potential u. Hence there is a constant CW > 0
depending only on the single-site potential u such that∑

j∈Cl

‖tj,l‖`1(Zd) ≤ CW(2l + 1)2d+‖I0‖1 .

By Theorem 5.2, this completes the proof.
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Proof of Theorem 2.2. Recall that U is a generalized step function and that w ≥
κχ[−1/2,1/2]d has compact support. Also recall, that for an open set Λ ⊂ Rd, Λ̃ is the

set of lattice sites j ∈ Zd such that the characteristic function of the cube Λ1/2(j)
does not vanish identically on Λ. Recall r = sup{‖x‖∞ : w(x) 6= 0}. Let l0 > 0 be
arbitrary and tj,l ∈ `1(Zd) given by

tj,l(k) =

{
2kI0/(cuκ) if k ∈ CRl+r ,

0 else,

for l ≥ l0 and j ∈ Λ̃l. It follows for all l ≥ l0 and j ∈ Λ̃l that Γ = ∪j∈Λ̃l
supp tj,l =

CRl+r . By Ineq. (15) (respectively Proposition 4.2) we have for all l ≥ l0, j ∈ Λ̃l
and x ∈ Λl∑

k∈Zd
tj,l(k)U(x− k) =

∑
i∈Zd

w(x− i)
∑
k∈Zd

tj,l(k)u(i− k)

≥ 1

κ

∑
i∈Cl+r

w(x− i) +
∑

i∈Zd\Cl+r

w(x− i)
∑
k∈Zd

tj,l(k)u(i− k)

=
1

κ

∑
i∈Cl+r

w(x− i) ≥ χj(x).

Here we have used that w(x− i) = 0 for x ∈ Λl and i 6∈ Cl+r. Hence the assumption
of Theorem 5.1 is satisfied. Analogous to the proof of Theorem 2.3 there is a
constant CW depending only on the single-site potential U such that∑

j∈Λ̃l

‖tj,l‖`1(Zd) ≤ CW(2l + 1)2d+‖I0‖1 .

This completes the proof by using Theorem 5.1.

6 Uniform control of resonances

In order to carry out a proof of localization via multiscale analysis there is a need for
an upper bound on the probability that there are resonances of two box Hamiltonians.
Since the single-site potential may have unbounded support one needs a so-called
uniform version of this estimate as proposed in [KSS98a]. Moreover, the uniform
control of resonances can be used to verify the initial lentgh scale estimate in the
large disorder regime.

If Assumptions (A) and (B) are satisfied, the Wegner estimate from Theorem 2.3
tells us for all E ∈ R, l > 0 and ε > 0 that

sup
ωk∈R, k∈Zd\CRl

ECRl

(
TrP[E−ε,E+ε](h

l
ω)
)
≤ CW‖ρ‖Var2ε(2l + 1)2d+‖I0‖1 ,

where Rl is given in Eq. (8). A similar estimate holds for our alloy-type model in
L2(Rd), cf. Theorem 2.2.
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In order to formulate the uniform control of resonances let x, y ∈ Zd and l1, l2 > 0
be such that the cubes

C1 := Cl1 (x) , C+
1 := C4l1 (x) , C2 := Cl2 (y) and C+

2 := C4l2 (y)

satisfy C+
1 ∩ C+

2 = ∅. We define the map ΠC : Ω → ΩC by (ΠCω)j = ωj for j ∈ C.
For ω ∈ Ω we set ωi = ΠC+

i
ω, i ∈ {1, 2}, and define the uniform distance by

d̃
(
σ(hC1

ω ), σ(hC2
ω )
)

:= inf
ω⊥1 ∈ΩZd\C+

1
,

ω⊥2 ∈ΩZd\C+
2

d
(
σ
(
hC1

(ω1,ω⊥1 )

)
, σ
(
hC2

(ω2,ω⊥2 )

))
. (16)

We will use an analogue notation for the continuous operator in L2. For ε > 0 we
define the event

A(C1,C2, ε) :=
{
ω ∈ Ω : d̃(σ(hC1

ω ), σ(hC2
ω )) < ε

}
. (17)

In analogy we define for the continuum setting for ε > 0 and J ⊂ R the event

AJ(Λ1,Λ2, ε) :=
{
ω ∈ Ω : d̃(σJ(HΛ1

ω ), σJ(HΛ2
ω )) < ε

}
.

Here Λ1 and Λ2 are cubes with centers x, y ∈ Rd and side lengths l1 and l2, with the
property that Λ+

1 = Λ4l1(x) and Λ+
2 = Λ4l2(y) are disjoint. The notation σJ(HΛi

ω )
is for J ⊂ R defined by

σJ(HΛi
ω ) = σ(HΛi

ω ) ∩ J, i ∈ {1, 2}.

For the discrete model we have:

Proposition 6.1. Let Assumptions (A) and (B) be satisfied. Then there are
constants C1 = C1(u, ρ) > 0, C2 = C2(u, ρ) and l0 = l0(u), such that if l2 ≥ l0 we
have for all ε > 0 the bound

P (A(C1,C2, ε)) ≤ C1(2 max{l1, l2}+ 1)3d+‖I0‖1[ε+ C2e−3 min{l1,l2}α/2].
For the proof we need some preparatory estimate.

Lemma 6.2. Let Assumption (A) be satisfied. Then there exists a constant Ĉ =
Ĉ(C,α, d) such that for all l, l′ ≥ 0 and all x ∈ Cl there holds∑

‖k‖∞>l+l′
|u(x− k)| ≤ Ĉe−αl

′/2.

Proof. Since ‖x− k‖∞ > l′ for all k with ‖k‖∞ > l + l′, we have the estimate

S :=
∑

‖k‖∞>l+l′
|u(x− k)| ≤

∑
‖x−k‖∞>l′

|u(x− k)| =
∑

‖k‖∞>l′
|u(k)|.
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We use the exponential decay condition on u, ‖k‖1 ≥ ‖k‖∞, and obtain

S ≤ C
∑

‖k‖∞>l′
e−α‖k‖1 ≤ Ce−αl

′/2
∑

‖k‖∞>l′
e−α‖k‖∞/2

≤ Ce−αl
′/2
∑
k∈Zd

e−α‖k‖∞/2.

The sum itself assumes a finite value Cα,d > 0, depending only on α and d, so we
have for all l, l′ > 0 that S ≤ CCα,de−αl

′/2.

Proof of Proposition 6.1. Let i ∈ {1, 2} and ω, ω′ ∈ Ω with ΠC+
i
ω = ΠC+

i
ω′. By

Lemma 6.2 we have for all x ∈ Ci that

|vω(x)− vω′(x)| ≤
∑
k 6∈C+

i

|u(x− k)||ωk − ω′k| ≤ Cu,ρe−3liα/2 =: δi. (18)

Here Cu,ρ is a constant depending only on the single-site potential u and the density
ρ. From this fact there follows that the eigenvalues of hCiω move at most by δi if the
configuration changes from ω to ω′.

It will be convenient to take a special choice of ω′, namely one where all coupling
constants outside a finite box are set equal to zero. More precisely, set

h1
ω := hC1

ω̂ , where ω̂k = ωk1C+
1

(k),

h2
ω := hC2

ω̂ , where ω̂k = ωk1C+
2

(k).

Hence,

d̃(σ(hC1
ω ), σ(hC2

ω ))) < ε,

⇒ d(σ(h1
ω), σ(h2

ω)) < ε+ δ1 + δ2,

⇒ ∃E ∈ σ(h1
ω) : d(E, σ(h2

ω)) < ε+ δ1 + δ2. (19)

The set of ω ∈ Ω where (19) holds will be denoted by B. Thus

P(A(C1,C2, ε)) ≤ P(B) = E
[
EC+

2

(
1B
)]
.

Next we provide a uniform upper bound on the random variable EC+
2

(1B). Using

the pointwise estimate

1{ω ∈ Ω: ∃E ∈ σ(h1
ω) : d(E, σ(h2

ω)) < ε+ δ1 + δ2}
(ω)

≤
∑

E∈σ(h1
ω)

1{ω ∈ Ω: d(E, σ(h2
ω)) < ε+ δ1 + δ2}

(ω)

and Chebychev’s inequality we obtain

EC+
2

(
1B
)
≤

∑
E∈σ(h1

ω)

EC+
2

(
1{ω ∈ Ω: d(E, σ(h2

ω)) < ε+ δ1 + δ2}
)

≤
∑

E∈σ(h1
ω)

EC+
2

(
TrPI(h

2
ω)
)
,
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where I = [E − ε − δ1 − δ2, E + ε + δ1 + δ2]. Here we used that the set σ(h1
ω) is

independent of the random variables ωk, k ∈ C+
2 . If C+

2 ⊃ CRl2 , i.e.,

4l2 ≥ Rl2 = max

{
2l2 +

2

α
ln

2 3dC

|cu|(1− e−α/2)
,
8(d+ ‖I0‖1)2

α2

}
,

we can apply Theorem 2.3 and obtain

EC+
2

(
1B
)
≤ (2l1 + 1)dCW‖ρ‖Var2(ε+ δ1 + δ2)(2l2 + 1)2d+‖I0‖1

uniformly in ωk, k ∈ Zd \ C+
2 . Thus

E
[
EC+

2

(
1B
)]
≤ (2l1 + 1)dCW‖ρ‖Var2(ε+ δ1 + δ2)(2l2 + 1)2d+‖I0‖1 .

An analogue of Proposition 6.1 holds true for the continuous alloy-type model
with a single-site potential of generalized step function form.

Proposition 6.3. Assume that U is a generalized step function and that Assump-
tions (A) and (B) are satisfied. Let further J ⊂ R be a bounded interval. Then
there are constants C3 = C4(d) > 0, C4 = C4(U, ρ), C5 = C5(U, ρ), l∗0 = l∗0(U) and
l∗1 = l∗1(U), such that if l2 ≥ l∗0 and l1, l2 ≥ l∗1 we have for all ε > 0 the bound

P (AJ(Λ1,Λ2, ε)) ≤ C3(max{sup J,−C5}+ C5)d/2e|sup J |

× (2 max{l1, l2}+ 1)3d+‖I0‖1[ε+ C4(2 max{l1, l2}+ 1)de−3 min{l1,l2}α/2].
Proof. Let i ∈ {1, 2} and ω, ω′ ∈ Ω with ΠC+

i
ω = ΠC+

i
ω′. Then we have for x ∈ Λi

that

|Vω(x)− Vω′(x)| ≤
∑
k 6∈C+

i

|U(x− k)||ωk − ω′k|

≤ Cρ
∑
j∈Zd
|w(x− j)|

∑
k 6∈C+

i

|u(j − k)|

with some constant Cρ depending only on the probability density ρ. Recall that
r = sup{‖x‖∞ : w(x) 6= 0}. Since x ∈ Λi we have w(x− j) = 0 for j 6∈ Cli+r. If we
assume that li ≥ r/3 =: l∗1(U), i ∈ {1, 2}, then using Lemma 6.2 with l = li + r and
l′ = 3li − r we have

|Vω(x)− Vω′(x)| ≤ Cρ
∑

j∈Cli+r

|w(x− j)|Ĉe−α(3li−r)/2.

For the moment we assume w ∈ L∞(Rd). Then we have

|Vω(x)− Vω′(x)| ≤ CU,ρ(2li + 1)de−α3li/2 =: δi

with some constant CU,ρ depending on the single-site potential U and the density
ρ. From this fact there follows that the eigenvalues of HΛi

ω move at most by δi if
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the configuration changes from ω to ω′. For general w as in Definition 2.1 the same
fact holds by using Proposition 2.1 in [KM82].

It will be convenient to take a special choice of ω′, namely one where all coupling
constants outside a finite box are set equal to zero. More precisely, set

H1
ω := HΛ1

ω̂ , where ω̂k = ωk1C+
1

(k),

H2
ω := HΛ2

ω̂ , where ω̂k = ωk1C+
2

(k).

Hence,

d̃(σJ(HΛ1
ω , σJ(HΛ2

ω ))) < ε,

⇒ d(σJ(H1
ω), σJ(H2

ω)) < ε+ δ1 + δ2,

⇒ ∃E ∈ σJ(H1
ω) : d(E, σJ(H2

ω)) < ε+ δ1 + δ2. (20)

The set of ω ∈ Ω where (20) holds will be denoted by B. Thus

P(AJ(Λ1,Λ2, ε)) ≤ P(B) = E
[
EC+

2

(
1B
)]
.

Next we provide a uniform upper bound on the random variable EC+
2

(1B). Using

the pointwise estimate

1{ω ∈ Ω: ∃E ∈ σJ(H1
ω) : d(E, σJ(H2

ω)) < ε+ δ1 + δ2}
(ω)

≤
∑

E∈σJ (H1
ω)

1{ω ∈ Ω: d(E, σJ(H2
ω)) < ε+ δ1 + δ2}

(ω)

and Chebychev’s inequality we obtain

EC+
2

(
1B
)
≤

∑
E∈σJ (H1

ω)

EC+
2

(
1{ω ∈ Ω: d(E, σJ(H2

ω)) < ε+ δ1 + δ2}
)

≤
∑

E∈σJ (H1
ω)

EC+
2

(
TrPI(H

2
ω)
)
,

where I = [E − ε− δ1 − δ2, E + ε+ δ1 + δ2]. Here we used that the set σJ(H1
ω) is

independent of the random variables ωk, k ∈ C+
2 . If C+

2 ⊃ CRl2+r
, i.e. 4l2 ≥ Rl2+r or

l2 ≥ l∗0(U) with an appropriate chosen l∗0(U), we can apply Theorem 2.2 and obtain

EC+
2

(
1B̃
)
≤

∑
E∈σJ (H1

ω)

e|sup J |CW‖ρ‖Var2(ε+ δ1 + δ2)(2l2 + 1)2d+‖I0‖1

uniformly in ωk, k ∈ Zd \ C+
2 . Recall that the number of eigenvalues |σJ(H1

ω)|
satisfies the bound |σJ(H1

ω)| ≤ C|Λ| for all ω ∈ Ω. Here C depends on the space
dimension d, sup J , the single-site potential U and the measure µ. This bound can
be obtained by using the perturbation bound (1), see e.g. Proposition 2.1 of [KM82],
and the well known Weyl bound for the number of eigenvalues of the Dirichlet
Laplacian less then λ, see e.g. [RS80]. Since the right hand side is now independent
of ω we obtain the statement of the proposition.
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7 Localization via multiscale analysis (discrete model)

7.1 Basic notation

For C ⊂ Zd we denote by ∂iC = {k ∈ C : #{j ∈ C : ‖k− j‖1 = 1} < 2d} the interior
boundary of C and by ∂oC = ∂iCc the exterior boundary of C. Here Cc = Zd \ C
denotes the complement of C. Moreover, we define the bond-boundary ∂bC of C as

∂bC =
{

(u, u′) ∈ Zd × Zd : u ∈ C, u′ ∈ Zd \ C, and ‖u− u′‖1 = 1
}
.

For C ⊂ Zd, u,w ∈ C and E ∈ C \ σ(hCω) we denote the Green’s function by

GC
ω(E;u,w) := 〈δu, (hCω − E)−1δw〉.

For the following definitions let u ∈ Zd and l > 0.

Definition 7.1. Let m > 0 and E ∈ R. A cube Cl(u) is called (m,E)-regular (for

fixed ω ∈ Ω), if E 6∈ σ(h
Cl(u)
ω ) and

sup
w∈∂iCl(u)

|GCl(u)
ω (E;u,w)| ≤ e−ml.

Otherwise the cube Cl(u) is called (m,E)-singular.

Definition 7.2. Let Gl(u,m,E) = {ω ∈ Ω | Cl(u) is (m,E)-regular}. A cube Cl(u)
is called uniformly (m,E)-regular (for fixed ω ∈ Ω), if ω′ ∈ Gl(u,m,E) for all ω′

with ΠC4l(u)ω
′ = ΠC4l(u)ω.

Definition 7.3. Let ω ∈ Ω, ζ > 0 and E ∈ R. We call a cube Cl(u) non-resonant
for ω at energy E, E-NR for short, if

d
(
E, σ

(
hCl(u)
ω

))
≥ 1

2
l−ζ ,

or equivalently

‖GCl(u)
ω (E)‖ ≤ 2lζ .

It is convenient to introduce in accordance with (16) also the following uniform
distance

d̃
(
E, σ(hCl(u)

ω )
)

:= inf
ω⊥1 ∈ΩZd\C4l(u)

d
(
E, σ

(
h
Cl(u)

(ω1,ω⊥1 )

))
,

where ω1 = ΠC4l(u)ω.

Definition 7.4. Let ω ∈ Ω, ζ > 0 and E ∈ R. We call a cube Cl(u) uniformly
non-resonant for ω ∈ Ω at energy E, uniformly E-NR for short, if

d̃

(
E, σ

(
hCl(u)
ω

))
≥ 1

2
l−ζ .
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7.2 Induction step of the multiscale analysis

In this section we will carry out the induction step of the multiscale analysis. We
rely on the ideas and presentation from [vDK89] and [KSS98a]. For an interval
I ⊂ R, m > 0, l ∈ N and z1, z2 ∈ Zd we define the event

Bl(z1, z2,m, I) := {ω ∈ Ω :

∃E ∈ I : Cl(z1) and Cl(z2) are not uniformly (m,E)-regular}.

Note that the event Bl(z1, z2,m, I) is independent of the coordinates ωk, k ∈
Zd \ (C4l(z1) ∪ C4l(z2)). Therefore, Bl(z1, z2,m, I) is a C4l(z1) ∪ C4l(z2) cylinder set.
With this in mind, we obtain the independence of the events

Bl(z1, z2,m, I) and Bl(z3, z4,m, I) (21)

provided (C4l(z1)∪ C4l(z2))∩ (C4l(z3)∪ C4l(z4)) = ∅. Let now additionally ξ > 0 be
given. We say that the estimate G(I, l,m, ξ) is satisfied, if for all z1, z2 ∈ Zd with
‖z1 − z2‖∞ > 8l there holds

P(Bl(z1, z2,m, I)c) ≥ 1− l−2ξ.

Note that, if G(I, l,m, ξ) is satisfied, then P(Bl(x, y,m, I)) ≤ l−2ξ for all x, y ∈ Zd
with ‖x− y‖∞ > 8l.

Theorem 7.5. Let Assumptions (A) and (B) be satisfied, fix ξ > 2d, κ ∈ (1, 2ξ/(ξ+
2d) and β ∈ (2 − κ, 1). Then there exists l∗ = l∗(d, ξ, κ, β, u, ρ) ≥ 1 such that the
following implication holds:

If for l ≥ l∗ and m > lβ−1 the estimate G(I, l,m, ξ) is satisfied, then also
G(I, L,mL, ξ) is true where L = lκ and mL > 0 satisfies

m > mL > m
(
1− L−(1−β)/κ

)
− L−(1−β)/κ > Lβ−1. (22)

Proof. We define for z ∈ Zd the event

ΩG(z) := {ω ∈ Ω : ∀E ∈ I there are no 4 cubes Cl(z1), . . . ,Cl(z4) ⊂ CL(z)

with d(zi, zj) > 8l for i 6= j and

Cl(zi) is not uniformly (m,E)-regular, for i = 1, . . . , 4}.

For ω 6∈ ΩG(z) there is some E ∈ I for which 4 bad (= not uniformly (m,E)-
regular) cubes Cl(zi) with distance between their centers bigger than 8l exist. With
S := {(z1, . . . , z4) ∈ C4

L−blc(z) : d(zi, zj) > 8l, for i 6= j} we can write

Ωc
G(z) ⊂

⋃
(z1,...,z4)∈S

(
Bl(z1, z2,m, I) ∩Bl(z3, z4,m, I)

)
.

Since Bl(z1, z2,m, I) and Bl(z3, z4,m, I) are independent by (21), we get with
#S ≤ (2L)4d

P(Ωc
G(z)) ≤ (2L)4d

l4ξ
= 24dL4(d− ξ

κ
).
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Since 4(d− ξ
κ) < −2ξ we can find l∗1 = l∗1(d, ξ, κ) such that for l ≥ l∗1

P(Ωc
G(z)) ≤ 1

3
L−2ξ.

Note that the event ΩG(z) merely means that there are at most 3 bad cubes (with
sidelength 2blc) with sufficiently separated midpoints but, indeed, there might be
many more bad cubes with midpoints in their neighborhoods. For a reason we will
see later, we want to cover all bad cubes by bigger cubes, so called “containers”,
such that all sites outside these containers (but their centers still in the big cube
CL(z)) are midpoints of uniformly (m,E)-regular cubes of sidelength 2blc. We use
Cti as notation for the ith container with sidelength 2blic. The later application
requires that the containers do not touch. We say that two cubes C,C′ touch if they
intersect or, in the case that they are disjoint, ∃w ∈ C, w′ ∈ C′ with ‖w − w′‖1 = 1.

Note that the event ΩG(z) ensures that we can find z1, z2, z3 ∈ CL(z) with
d(zi, zj) > 8l and

{
u ∈ CL−blc(z) : Cl(u) is bad

}
⊂

3⋃
j=1

C8l(zi).

If none of the above 8l-cubes touch, the C8l(zi) are already our containers. If two of
the 8l-cubes touch, we replace them by one C16l+1(w) cube containing both of them.
If C16l+1(w) does not touch the remaining 8l-cube, we choose these two cubes as our
containers. Otherwise we choose only one container C24l+2(u) containing all three
original 8l-cubes. By the construction we obtain N ≤ 3 containers Cti, i = 1, . . . , N
which do not touch and whose sidelengths 2blic, with li ∈ L := {8l, 16l+ 1, 24l+ 2},
satisfy the relation

48l + 3 ≤
N∑
i=1

(2li + 1) ≤ 48l + 5. (23)

Now we turn to the control of probabilities of resonances using the Wegner
estimate. For fixed x, y ∈ Zd with ‖x− y‖∞ > 8L and ζ = κ(5d+ ‖I0‖1 + 2ξ) + 1,
we define

ΩW(x, y) :=
{
ω ∈ Ω : ∃Clx(x′) ⊂ CL(x),Cly(y

′) ⊂ CL(y) with

lx, ly ∈ L ∪ {L} and d̃
(
σ(h

Clx (x′)
ω ), σ(h

Cly (y′)
ω )

)
< min{lx, ly}−ζ

}
. (24)

We want to get an upper bound for the probability of ΩW(x, y). By subadditivity
we have

P(ΩW(x, y)) ≤
∑

lx,ly ,x′,y′

P
(
A(Clx(x′),Cly(y

′),min{lx, ly}−ζ)
)
,

where the sum runs over lx, ly, x
′ and y′ satisfying Clx(x′) ⊂ CL(x),Cly(y

′) ⊂
CL(y) with lx, ly ∈ L ∪ {L}. Recall that the event A(Clx(x′),Cly(y′), ε) is defined in
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Eq. (17). Since C4lx(x′) ∩ C4ly(y′) = ∅, Proposition 6.1 provides an upper bound on
the probability of A(Clx(x′),Cly(y

′),min{lx, ly}−ζ). This gives

P(ΩW(x, y))

≤
∑

lx,ly ,x′,y′

C1(2 max{lx, ly}+ 1)3d+‖I0‖1[min{lx, ly}−ζ + C2e−3 min{lx,ly}α/2].
There is an l∗2 = l∗2(κ) such that 24l + 2 ≤ L for l ≥ l∗2. Recall that l = L1/κ. For
l ≥ l∗2 and lx, ly ∈ L ∪ {L} we have 8l ≤ lx, ly ≤ L as well as

P(ΩW(x, y)) ≤ 16(2L+ 1)2dC1(2L+ 1)3d+‖I0‖1[l−ζ + C2e−12lα
]

≤ 16C1(2L+ 1)5d+‖I0‖1[L−ζ/κ + C2e−12lα
]

≤ 16C1(2L+ 1)5d+‖I0‖1−ζ/κ + 16C1C2(2L+ 1)5d+‖I0‖1e−12lα. (25)

Since ζ = κ(5d+ ‖I0‖1 + 2ξ) + 1 we find l∗3 = l∗3(ξ, κ, d, u, ρ), such that for l ≥ l∗3 we
have

P(ΩW(u1, u2)) ≤ 1

3
L−2ξ.

For all x, y ∈ Zd with ‖x− y‖∞ > 8L we get due to subadditivity of the measure

P(Ωc
G(x) ∪ Ωc

G(y) ∪ ΩW(x, y)) ≤ L−2ξ

and thus
P(ΩG(x) ∩ ΩG(y) ∩ Ωc

W(x, y)) ≥ 1− L−2ξ.

The probability of this event becomes bigger with growing L.
If ω ∈ Ωc

W(x, y) and E ∈ R, we show that for one of the cubes CL(x) or CL(y),
denoted by CL(z), all contained cubes Clz(z

′) ⊂ CL(z) with lz ∈ L ∪ {L} are
uniformly E-NR. If all such cubes both in CL(x) and CL(y) are uniformly E-NR
there is nothing to prove. Otherwise choose l̃ ∈ L ∪ {L} maximal such that there
exists Cl̃(z̃) in CL(x) or CL(y) with

d̃
(
E, σ

(
h
Cl̃(z̃)
ω

))
<

1

2
l̃−ζ .

Without loss of generality let z̃ ∈ CL(y). By definition all cubes Clx(x′) ⊂ CL(x)
with lx > l̃ are uniformly E-NR. Now choose Clx(x′) ⊂ CL(x) with lx ≤ l̃. Since
ω ∈ Ωc

W(x, y)

d̃
(
E, σ

(
h
Clx (x′)
ω

))
≥ d̃
(
σ
(
h
Cl̃(z̃)
ω

)
, σ
(
h
Clx (x′)
ω

))
− d̃
(
E, σ

(
h
Cl̃(z̃)
ω

)))
≥ min{lx, l̃}−ζ −

1

2
l̃−ζ ≥ 1

2
l−ζx ,

i.e. Clx(x′) is uniformly E-NR.
For ‖x− y‖∞ > 8L and ω ∈ ΩG(x) ∩ ΩG(y) ∩ Ωc

W(x, y), the two L-cubes CL(x)
and CL(y) have both no four bad l-cubes with distance among them bigger than 8l
and for at least one of the L-cubes all bad cubes are uniformly E−NR.
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From now on we fix x, y ∈ Zd with ‖x− y‖∞ > 8L and ω ∈ ΩG(x) ∩ ΩG(y) ∩
Ωc

W(x, y). Without loss of generality we assume that the L-cube CL(z), z ∈ {x, y}
with the uniformly E−NR cubes is equal to CL(x). In the next step we show that
CL(x) is itself a uniformly (mL, E)-regular cube, with mL satisfying (22) in the

theorem. To do so, we need a sufficiently good estimate on |GCL(x)
ω (E;x, v)| for all

v ∈ ∂iCL(x).
Let us first recall the geometric resolvent identity. For all u ∈ C ⊂ CL(x), v ∈

CL(x) \ C, the following identity holds:

GCL(x)
ω (E;u, v) =

∑
(w,w′)∈∂bC

GC
ω(E;u,w)GCL(x)

ω (E;w′, v).

Here we use the convention that GΓ
ω(E;x, y) = 0 if x 6∈ Γ ⊂ Zd or y 6∈ Γ. With

w0 ∈ (∂oC) ∩ CL(x) such that

|GCL(x)
ω (E;w0, v)| = sup

w′∈(∂oC)∩CL(x)
|GCL(x)

ω (E;w′, v)|,

we obtain

|GCL(x)
ω (E;u, v)| ≤

 ∑
(w,w′)∈∂bC

|GC
ω(E;u,w)|

 |GCL(x)
ω (E;w0, v)|. (26)

Now we set u0 := x and fix v ∈ ∂iCL(x). Using (26) we recursively introduce
a sequence u1, u2, · · · ∈ CL(x) by distinguishing two cases at each step. Given
uk ∈ CL(x), we construct uk+1 according to the following two cases:

(a) Cl(uk) is a uniformly (m,E)-regular cube and v 6∈ Cl(uk). Using (26) with
C = Cl(uk) ∩ CL(x), and setting uk+1 := w0, we obtain

|GCL(x)
ω (E;uk, v)| ≤ 2dd(l + 1)d−1e−ml|GCL(x)

ω (E;uk+1, v)|.

Note that ‖uk+1 − uk‖∞ ≤ l + 1. In this case we set

Z(k) := exp[−ml + ln(2dd(l + 1)d−1)].

There is an l∗4 = l∗4(d, β) such that Z(k) < 1 for all l ≥ l∗4.

(b) Cl(uk) is not uniformly (m,E)-regular. This means that uk ∈ Cti for some i,
and we assume that v 6∈ Cti. Then, using (26) with C = Cti ∩ CL(x), we obtain

|GCL(x)
ω (E;uk, v)| ≤ 2d+1d(li + 1)d−1lζi |G

CL(x)
ω (E;w0, v)|,

with Cl(w0) a uniformly (m,E)-regular cube. If we assume further that v 6∈
Cl(w0), we can apply (26) again with C = Cl(w0) ∩ CL(x), and obtain finally

|GCL(x)
ω (E;uk, v)| ≤ Z(k)|GCL(x)

ω (E;uk+1, v)|,

with
Z(k) := 22d+1d2[(li + 1)(l + 1)]d−1lζi e

−ml.
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Note that here ‖uk+1− uk‖∞ ≤ 2li + l+ 3. A straightforward calculation shows
that Z(k) < 1 is satisfied if

m >
lnC(ζ, d)

l
+ (2d− 2 + ζ)

ln l

l
, (27)

with a constant C(ζ, d) > 0 only depending on ζ and d. The assumption
m > lβ−1 of the theorem guarantees (27) for l ≥ l∗5 with a suitably chosen
l∗5 = l∗5(d, β, ζ).

If none of the above two cases applies for a given uk, we cannot construct uk+1. We
assume now that it is possible to perform n steps of the recursion with associated
sites u0, u1, . . . , un ∈ CL(x). Applying the non-resonance of CL(x), we obtain

|GCL(x)
ω (E;x, v)| ≤

(
n−1∏
k=0

Z(k)

)
|GCL(x)

ω (E;un, v)| ≤

(
n−1∏
k=0

Z(k)

)
2Lζ . (28)

If it is possible to perform arbitrarily many steps of the iteration without leaving

CL(x), it follows from (28) for L ≥ l∗4, l∗5 that |GCL(x)
ω (E;x, v)| = 0. Otherwise, the

iteration terminates after finitely many steps, i.e., for some k ∈ N the site uk ∈ CL(x)
is so close to the boundary of CL(x) such that the assumption of neither (a) nor (b)
are satisfied.

In this latter case, we can give a lower bound on the number n1 of case (a) steps
performed before the recursion ends. Using the estimates for ‖uk+1 − uk‖∞ and
Eq. (23), we obtain

n1 ≥
L− l −

∑N
i=1(2li + l + 3)

l + 1
≥ L− 63l

l + 1
.

Using (28) and disregarding the case (b) steps we have

|GCL(x)
ω (E;x, v)| ≤ exp

[(
L− 63l

l + 1

)(
−ml + ln(2dd(l + 1)d−1)

)
+ ln(2Lζ)

]
≤ exp

[
−mL+m

L

l
+ 63ml +

L

l
ln(2dd(l + 1)d) + ln(2Lζ)

]
≤ exp [−mLL] ,

with

mL := m
(

1− 2
1
κL−

1
κ − 63L

1
κ
−1
)
− 2

1
κL−

1
κ ln(4ddL

d
κ )− ln(2Lζ)

L
,

where we used lκ = L.
Now we choose γ ∈ ((1− β)/κ, 1− 1/κ). This is possible because of 2− κ < β.

Since 1− 1/κ < 1/κ, we have

mL ≥ m(1− L−γ)− L−γ ,

for all L
1
κ ≥ l ≥ l∗6 with appropriate l∗6 = l∗6(d, κ, ζ, γ). Using m ≥ lβ−1 we conclude

mL ≥ L−
1−β
κ − L−γ−

1−β
κ − L−γ .
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Since β > 1− γκ we can find l∗7 = l∗7(β, γ, κ) such that for L1/κ ≥ l ≥ l∗7 we have

mL > Lβ−1

The theorem follows with l∗ := max(l∗1, . . . , l
∗
7).

7.3 Localization; proof of Theorem 2.6

In Section 7.2 we carried out the induction step of the multiscale analysis, i.e. that if
G(I, l1,m1, ξ) holds for some l1 > 0, then G(I, l2,m2, ξ) holds on some larger scale
l2 > l1. Once an induction anchor is given, one obtains the estimate G(I, lk,mk, ξ)
for an increasing sequence of length scales lk. It is crucial for concluding localization
that the sequence mk is bounded from below by some positive m. The induction
anchor is provided by the so-called initial scale estimate formulated in the following
assumption.

Before we define the initial scale estimate let us define a new length scale
l = l(β, κ, q,m0) ∈ N, depending on β, q ∈ (0, 1), κ ∈ (1, 2) and m0 > 0, namely

l = l(β, κ, q,m0) =

(
(1− q)m0

(1− q)m0 +m0 + 1

)−κ/(1−β)

. (29)

Definition 7.6. Let I ⊂ R. We say that the initial scale estimate holds in I ⊂ R,
if

G(I, l0,m0, ξ)

is satisfied for some

(i) ξ > 2d, κ ∈ (1, 2ξ/(ξ + 2d)), β ∈ (2− κ, 1), and

(ii) q ∈ (0, 1), m0 > 0 and l0 > 1 satisfying l0 ≥ max{l∗, l} and m0 > lβ−1
0 .

Here l∗ = l∗(d, ξ, κ, β, u, ρ) is given by Theorem 7.5 and l = l(β, κ, q,m0) is as in
Eq. (29).

Note that l depends on m0. Hence, if one has verified G(I, l0,m0, ξ) for some

l0 ≥ l∗ and m0 > lβ−1
0 one still has to check whether l0 ≥ l. However, if one has

verified G(I, l0,m0, ξ) for some m0 > 0 and all l0 > 1, then one just has to choose
l0 sufficiently large to verify the initial scale estimate.

Theorem 7.7. Let Assumptions (A) and (B) be satisfied, I ⊂ R, and assume that
the initial scale estimate holds in I. Set m∞ = qm0. Then

G(I, lk,m∞, ξ)

holds for all k ∈ N0. Here the sequence lk, k ∈ N0, is defined by

lk+1 = lκk , k ∈ N0,

and l0, m0, q, κ and ξ are given through the initial scale estimate.

30



Proof. By assumption of our theorem, the hypothesis of Theorem 7.5 is satisfied
with l = l0 and m = m0. By an inductive application of Theorem 7.5 we obtain the
estimate G(I, lk,mk, ξ) with a decreasing sequence mk, k ∈ N0, satisfying

mk+1 ≥ mk

(
1− l−(1−β)/κ

k+1

)
− l−(1−β)/κ

k+1 .

Our theorem now follows if
∞∑
k=0

mk −mk+1 ≤ m0 −m∞ = (1− q)m0. (30)

Indeed, we can estimate

∞∑
k=0

mk −mk+1 =

∞∑
k=0

mkl
−(1−β)/κ
k+1 +

∞∑
k=0

l
−(1−β)/κ
k+1 ≤ (m0 + 1)

∞∑
k=0

l
−(1−β)/κ
k+1 .

Since this is a geometric series we obtain

∞∑
k=0

mk −mk+1 ≤ (m0 + 1)
l
−(1−β)/κ
0

1− l−(1−β)/κ
0

.

By assumption we have l0 ≥ l, and by definition of l we obtain Ineq. (30) and hence
the statement of the theorem.

Next we cite [vDK89, Theorem 2.3]. More precisely, we will state a slight
generalization, since [vDK89, Theorem 2.3] was stated for the case u = δ0 only. In
particular, the proof applies directly to the case of general single-site potentials u
and the measure µ. Even more, this result holds true for arbitrary potentials, as
long as the resulting family is a family of self-adjoint operators. To be more precise,
consider the family of self-adjoint operators

Aω : `2(Zd)→ `2(Zd), ω ∈ Ω,

where the index ω is an element of some probability space (Ω̃, F̃ , P̃). We assume
that the map ω 7→ 〈φ, (Aω − z)−1ψ〉 is measurable for all ψ, φ ∈ `2(Zd) and
all z ∈ C \ R. As supplied before we use similar notation for the restricted
operators AC

ω : `2(C) → `2(C) and, with some abuse of notation, the symbol
GC
ω(E, u,w) = 〈δu(AC

ω −E)−1δw〉 for the corresponding Green function. Moreover,
the definition of (m,E)-regular and singular from Definition 7.1 holds for AC

ω in an
analogue way.

Theorem 7.8. Consider the family of operators (Aω)ω∈Ω̃, let a ∈ N, c ∈ N0, I ⊂ R
be an interval, ξ > d, l0 > 1, κ ∈ (1, 2ξ/d) and m > 0. Let moreover lk, k ∈ N0, be
a sequence of integers such that for all k ∈ N0

lk+1 = lκk .

Suppose that for any k ∈ N0 and any x, y ∈ Zd with ‖x− y‖∞ ≥ alk + c

P̃
(
{ω ∈ Ω̃ : ∃E ∈ I : Clk(x) and Clk(y) is (m,E)-singular}

)
≤ l−2ξ

k .

Then, for almost all ω ∈ Ω̃, σc(Aω) ∩ I = ∅ and the eigenfunctions corresponding to
the eigenvalues of Aω in I decay exponentially.
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Proof. Let b be a positive integer to be chosen later on. For x0 ∈ Zd and k ∈ N0 let

Ak+1(x0) = Cb(alk+1+c)(x0) \ Calk+c(x0).

Define the event

Ek(x0) = {ω ∈ Ω̃ : Clk(x0) and Clk(x) are (m,E)-singular

for some E ∈ I and some x ∈ Ak+1(x0)}.

By construction we have for each x ∈ Ak+1(x0) that ‖x− x0‖∞ > alk + c. Hence,
we obtain by our hypothesis

P̃
(
Ek(x0)

)
≤

∑
x∈Ak+1(x0)

l−2ξ
k ≤ (2(balk+1 + bc) + 1)d

l2ξk
≤ (2ba+ 2bcl−1

0 + l−1
0 )d

l2ξ−κdk

for all k ∈ N0. Since κd < 2ξ we have
∑∞

k=0 P̃(Ek(x0)) <∞. It follows from Borel
Cantelli Lemma that for each x0 ∈ Zd we have P̃{Ek(x0) occurs infinitely often} = 0.
Since a countable union of sets of measure zero has measure zero, we obtain

P̃
(
{ω ∈ Ω̃ : ∃x0 ∈ Zd : Ek(x0) occurs for infinitely many k ∈ N}

)
= 0.

If we let

Ω̃0 = {ω ∈ Ω̃ : for all x0 ∈ Zd, Ek(x0) occurs only finitely many times},

we have P̃(Ω̃0) = 1. In particular, for each ω ∈ Ω̃0 and x0 ∈ Zd there is k1 =
k1(ω, x0) ∈ N such that if k ≥ k1 then Ek(x0) does not occur.

Now let ω ∈ Ω̃0, E ∈ I be a generalized eigenvalue of Aω with the correspond-
ing non-zero polynomially bounded generalized eigenfunction ψ, i.e. Aωψ = Eψ,
|ψ(x)| ≤ C(1 + ‖x‖)t for some positive constant C and positive integer t. We choose
x0 ∈ Zd such that ψ(x0) 6= 0. If Clk(x0) is (m,E)-regular, then

E 6∈ σ
(
A

Clk (x0)
ω

)
and therefore we can recover ψ from its boundary values, i.e.

|ψ(x0)| =

∣∣∣∣∣ ∑
i∈∂iClk (x0)

GClk (x0)(E;x0, i)
∑

y∈(Clk
(x0))c:

‖i−y‖1=1

ψ(y)

∣∣∣∣∣ (31)

≤
∑

i∈∂iClk (x0)

e−mlk2dC(2 + lk + ‖x0‖)t.

Since ψ(x0) 6= 0, it follows that there exists k2 = k2(ω,E, x0) ∈ N such that Clk(x0)
is (m,E)-singular for all k ≥ k2. Let k3 = k3(ω,E, x0) = max{k1, k2}. If k ≥ k3 we
conclude that Clk(x) is (m,E)-regular for all x ∈ Ak+1(x0).

Let ρ ∈ (0, 1) be given. We pick b > (1 + ρ)/(1− ρ) and define

A′k+1(x0) = Cb(alk+1+c)/(1+ρ)(x0) \ C(alk+c)/(1−ρ)(x0).

Then we have
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(i) A′k+1(x0) ⊂ Ak+1(x0) for k ∈ N0,

(ii) if x ∈ A′k+1(x0) then dist(x, ∂oAk+1(x0)) ≥ ρ‖x− x0‖∞, and

(iii) if x 6∈ C(al0+c)/(ρ−1)(x0) then x ∈ A′k+1 for some k ∈ N0.

Here dist(m,A) = infk∈A‖m − k‖∞ for k ∈ Zd and A ⊂ Zd. Claim (i) and
(iii) are obvious. To see (ii) we estimate the distance of x ∈ A′k+1(x0) to both
boundaries of the annulus Ak+1(x0). For the “inner” boundary we use ‖x−x0‖∞ ≤
balk + cc+ dist(x, ∂iCalk+c(x0)) and ‖x− x0‖∞ ≥ balk + cc/(1− ρ) to conclude

dist(x, ∂iCalk+c(x0)) ≥ ‖x− x0‖∞ − (1− ρ)‖x− x0‖∞.

For the “outer” boundary we use the triangle inequality

dist(x0, ∂
oCb(alk+1+c)(x0)) ≤ ‖x− x0‖∞ + dist(x, ∂oCb(alk+1+c)(x0)),

‖x− x0‖∞ ≤ b(alk+1 + c)/(1 + ρ) and dist(x0, ∂
oCb(alk+1+c)(x0)) = b(alk+1 + c) to

conclude

dist(x, ∂oCb(alk+1+c)(x0)) ≥ dist(x0, ∂
oCb(alk+1+c)(x0))− ‖x− x0‖∞

≥ ρ‖x− x0‖∞.

Hence the claim (ii) follows.
Now let k ≥ k3, so that Clk(y) is (m,E)-regular for any y ∈ Ak+1(x0). Let

x ∈ A′k+1(x0) ⊂ Ak+1(x0). Again by Eq. (31),

|ψ(x)| ≤ (2lk + 1)de−mlk2d|ψ(u1)|

for some u1 ∈ ∂oClk+1(x). If u1 ∈ Ak+1(x0) we obtain

|ψ(x)| ≤
[
(2lk + 1)de−mlk2d

]2|ψ(u2)|

for some u2 ∈ ∂oClk(u1). By claim (ii) we can repeat this procedure at least
bρ‖x − x0‖∞/(lk + 1)c times, use the polynomial bound on ψ and obtain for all
k ≥ k3 and all x ∈ A′k+1(x0) the inequality

|ψ(x)| ≤
[
(2lk + 1)de−mlk2d

]bρ‖x−x0‖∞/(lk+1)c
C
(
1 + ‖x0‖∞ + b(alk+1 + c)

)t
.

We can rewrite the above inequality as

|ψ(x)| ≤ exp

{
−
⌊
ρ‖x− x0‖∞

lk + 1

⌋
ρmlk

}
exp

{⌊
ρ‖x− x0‖∞

lk + 1

⌋ [
d ln(2lk + 1)

+ ln(2d)− (1− ρ)mlk

]
+t ln (C(1 + ‖x0‖∞ + b(alk+1 + c))

}
.

Since (alk + c)/(1− ρ) ≤ ‖x− x0‖∞ ≤ b(alκk + c)/(1 + ρ), the second exponential
function gets smaller than one if k is larger than some suitable k4. Let ρ′ ∈ (0, 1)
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and choose ρ such that ρ > 1/(1 + a− ρ′a). We obtain that the first exponential
function is bounded from above by

exp

{
−
(
ρ‖x− x0‖∞

lk + 1
− 1

)
ρmlk

}

≤ exp

{
ρmlk

}
exp

{
−ρ2m‖x− x0‖∞

lk
lk + 1

}

≤ exp

{
ρmlk

[
1− (1− ρ′)ρ‖x− x0‖∞

lk + 1

]}
exp

{
−ρ2ρ′m‖x− x0‖∞

lk
lk + 1

}
.

Again, using the lower bound on ‖x − x0‖∞ and the relation between ρ and ρ′,
we see that the first exponential function gets smaller than one if k ≥ k5 with
appropriate k5. Hence, if we pick ρ′′ ∈ (0, 1) we find k6 ∈ N such that for all k ≥ k6

and all x ∈ A′k+1(x0) we have

|ψ(x)| ≤ exp
{
−ρ2ρ′m‖x− x0‖∞ρ′′

}
. (32)

Set k7 = max{k1, . . . , k6}. By claim (iii) we conclude that for all x ∈ Zd \
C(alk7

+c)/(1−ρ)(x0) we have Ineq. (32).

We have shown for all ω ∈ Ω̃0 that every generalized eigenvalue is an eigenvalue
with an exponentially decaying eigenfunction. To end the proof we use the fact
that for any ω ∈ Ω̃, almost every energy E (with respect to a spectral measure) is a
generalized eigenvalue [Ber68, Sim82], see also [Kir08, Proposition 7.4].

Fix ω ∈ Ω̃0, let M0 ⊂ I be the set of all generalized eigenvalues in I and M1 be
the set of all eigenvalues in I. It follows that I \M0 has ρω-measure zero, and since
M0 ⊂M1 we conclude that I \M1 has ρω-measure zero. Since `2(Zd) is separable
M1 is a countable set, and therefore the measure ρω restricted to I is a pure point
measure. Hence, σc(Aω) ∩ I = ∅.

Proof of Theorem 2.6. Note that each cube that is uniformly (m,E)-regular for ω
is also (m,E)-regular for ω. Hence, as a corollary of Theorem 7.7 and 7.8 we obtain
exponential localization for the discrete alloy-type model hω in any energy region
where the initial length scale estimate holds. This proves Theorem 2.6.

7.4 Initial scale estimate; proof of Theorem 2.7 and 2.8

In this subsection we prove the initial scale estimate in certain disorder/energy
regimes, formulated precisely in Lemma 7.9 and Proposition 7.13. Together with
Theorem 2.6 we obtain localization as stated in Theorem 2.7 and 2.8. The proofs of
Theorem 2.7 and 2.8 are given at the end of this subsection.

In the large disorder regime the initial scale estimate can be deduced from
the uniform control of resonances, see e.g. Theorem 11.1 in [Kir08] or Lemma 14
in [Ves10a]. Since we provide uniform control of resonances for our model in
Proposition 6.1, we obtain the following lemma by following [Kir08, Ves10a].
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Lemma 7.9 (Initial scale estimate, large disorder). Let Assumptions (A) and (B)
be satisfied and ‖ρ‖Var sufficiently small. Then the initial scale estimate is satisfied
in R.

Proof. Let l0 > 0, x, y ∈ Zd with ‖x− y‖ > 8l0, E ∈ R and m0 > 0. Then

P
(
Bl0(x, y,m0, E)

)
≤ P

(
∃E : d̃

(
E, σ

(
h
Cl0 (z)
ω

))
< em0l0 , z ∈ {x, y}

)
≤ P

(
d̃
(
σ
(
h
Cl0 (x)
ω

)
, σ
(
h
Cl0 (y)
ω

))
< 2em0l0

)
.

We use Proposition 6.1 to estimate this probability and obtain

P
(
Bl0(x, y,m,E)

)
≤ C1(2l0 + 1)3d+‖I0‖1[2eml0 + C2e−3l0α/2

]
. (33)

From the proof of Proposition 6.1 we infer that C1 = ‖ρ‖VarĈ1 with some constant
Ĉ1 depending only on the single-site potential u. We fix q ∈ (0, 1), ξ > 2d,
κ ∈ (1, 2ξ/(ξ + 2d)) and β ∈ (2 − κ, 1). Finally, we choose ‖ρ‖Var (small enough)
and l0 > 1 (large enough) in such a way that

P(Bl0(x, y,m0, E)) ≤ l−2ξ
0 , l0 ≥ max{l∗, l} and lβ−1

0 < m0.

Here l∗ = l∗(d, ξ, κ, β, u, ρ) is given by Theorem 7.5 and l = l(β, κ, q,m0) is as
in Eq. (29). This choice of ‖ρ‖Var and l0 is always possible as we explain now.
Recall that l∗ depends on ‖ρ‖Var and note that l∗ decreases as ‖ρ‖Var decreases, see
Eq. (25). Now fix for the moment ρ with ‖ρ‖Var = 1 and choose l0 large enough

such that l0 ≥ max{l∗, l} and lβ−1
0 < m0. If we choose ρ with ‖ρ‖Var < 1 these two

conditions will still be satisfied since l∗ decreases if ‖ρ‖Var decreases. In a last step

we choose ‖ρ‖Var ≤ 1 small enough such that P(Bl0(x, y,m0, E)) ≤ l−2ξ
0 , which is

by Ineq. (33) satisfied if

‖ρ‖Var ≤
l−2ξ
0

Ĉ1(2l0 + 1)3d+‖I0‖1
[
2eml0 + C2e−3l0α/2

] .
In the case of weak disorder, i.e. arbitrary λ > 0 and energies near the band

edges, far less is known if the single-site-potential may change its sign. A version
of an initial scale estimate has been proven in [CE12] for exponential decaying
sign-changing single-site potentials in the case d = 3. However, the initial scale
estimate of [CE12] is not suitable to conclude localization via multiscale analysis
in the long-range case, since they prove a non-uniform version only. With a non-
uniform version the multiscale analysis requires independence at distance, i.e. suppu
compact, see e.g. [GK03, Theorem 2.4].

In the following we derive a uniform initial scale estimate as formulated in
Definition 7.6 for non-compactly supported single-site potentials with a small
negative part. The proof is in the manner of [Sim85] where the Anderson model
was considered and [Ves01, Ves02] where an initial scale estimate is shown in the
case of compactly supported single-site potentials with a small negative part.
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For the proof we need to introduce the Neumann Laplacian. The Neumann
Laplacian on C ⊂ Zd is the operator on `2(C) defined by

hC,N0 = πCh0ιC − 2d+ nC

where nC : `2(C)→ `2(C) is diagonal with

nC(i) = |{j ∈ C : ‖j − i‖1 = 1}|.

We denote by hC,Nω = hC,N0 + πCvωιC the corresponding Neumann Hamiltonian.

Proposition 7.10. Let Assumption (A) be satisfied and u :=
∑

k∈Zd u(k) > 0.
There exists 1 < β0 and l∗8 < ∞ depending only on u, such that if we pick l ≥ l∗8
and β ≥ β0, and assume that Assumption (C) is satisfied for δ = l−2/(8βω+), then
we have the implication

λ1(hCl,Nω ) < l−2/β ⇒
∣∣∣∣{k ∈ Cl : ωk <

4l−2

βu

}∣∣∣∣ > 13

12

|Cl|
2
.

Proof. Recall that the eigenvector corresponding to the lowest eigenvalue λ1(hCl,N0 ) =
0 is ψ ∈ `2(Cl) with ψ(k) = 1/

√
|Cl| for all k ∈ Cl. Moreover, the second eigenvalue

satisfies the estimate

λ2(hCl,N0 )− λ1(hCl,N0 ) = λ2(hCl,N0 ) = 2− 2 cos(π/l) > 4l−2, (34)

see e.g. [Sim85]. For ω ∈ Ω we set ω̃k = min(ωk, 8l
−2/(β‖u‖1)). Then we have for

all ω ∈ Ω and x ∈ Cl

vω̃(x)− vω(x) =
∑
k∈Zd

(
ωk − ω̃k

)(
δu−(x− k)− u+(x− k)

)
≤ δω+ =

l−2

8β
.

This gives λ1(hCl,Nω ) ≥ λ1(hCl,Nω̃ )− l−2/(8β). We want to apply Temple’s inequality,

see e.g. [RS80], to the operator hCl,Nω̃ with the vector ψ and some constant ξ with

〈ψ, hCl,Nω̃ ψ〉 < ξ ≤ λ2(hCl,Nω̃ ), in order to estimate λ1(hCl,Nω̃ ) from below. We set

ξ := λ2(hCl,N0 )− l−2

8β
and β0 := 65/32 + 8‖u‖1/u.

That ξ is larger than 〈ψ, hCl,Nω̃ ψ〉 follows from Ineq. (34), β > 65/32, and the upper
bound 〈

ψ, hCl,Nω̃ ψ
〉

=
〈
ψ, πClvω̃ιClψ

〉
≤ 1

|Cl|
∑
k∈Cl

∑
i∈Zd

ω̃i|u(k − i)| ≤ 8l−2

β
. (35)

That ξ is smaller or equal to λ2(hCl,Nω̃ ) follows from the lower bound

vω̃(x) ≥ −
∑
k∈Zd

ω̃kδu−(x− k) ≥ − l
−2

8β
⇒ λ2(hCl,Nω̃ ) ≥ λ2(hCl,N0 )− l−2

8β
.
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Here we have used that δ = l−2/(8βω+), ω̃k ≤ ω+ and ‖u−‖1 ≤ 1. By Ineq. (34),
Ineq. (35) and the choice of β0 we have

ξ −
〈
ψ, hCl,Nω̃ ψ

〉
>
l−2

β

[
4β − 1

8
− 8
]
≥ l−2

β

32‖u‖1
u

. (36)

For the expectation of the square of hCl,Nω̃ we calculate that〈
ψ,
(
hCl,Nω̃

)2
ψ
〉
≤ 1

|Cl|
8l−2

β

∑
k∈Cl

∑
j∈Zd

ω̃j |u(k − j)|.

Choose R = R(u) ∈ N such that

Ĉe−αR/2
[

16

‖u‖1
+

u

4‖u‖21

]
≤ 1

8
,

where Ĉ = Ĉ(u) is the constant from Lemma 6.2. Later it will be convenient that
l ≥ l∗9 = l∗9(u) := 2R. We split the second sum in j ∈ Cl+R and j 6∈ Cl+R and obtain
by Lemma 6.2 that

〈
ψ,
(
hCl,Nω̃

)2
ψ
〉
≤ 1

|Cl|
8l−2

β

‖u‖1 ∑
j∈Cl+R

ω̃j + |Cl|
8l−2

β‖u‖1
Ĉe−αR/2

 . (37)

Here Ĉ = Ĉ(C,α, d) is the constant from Lemma 6.2. We also need a lower bound
for 〈ψ, hCl,Nω̃ ψ〉. We have

〈
ψ, hCl,Nω̃ ψ

〉
=

1

|Cl|
∑
k∈Cl

( ∑
i∈Cl+R

ω̃iu(k − i) +
∑

i 6∈Cl+R

ω̃iu(k − i)

)

=
1

|Cl|

(
u
∑

i∈Cl+R

ω̃i −
∑

i∈Cl+R

∑
k 6∈Cl

ω̃iu(k − i) +
∑
k∈Cl

∑
i 6∈Cl+R

ω̃iu(k − i)

)
.

For the third summand we have by Lemma 6.2

1

|Cl|
∑
k∈Cl

∑
i 6∈Cl+R

ωiu(k − i) ≥ − 1

|Cl|
∑
k∈Cl

∑
i 6∈Cl+R

ωi|u(k − i)| ≥ − 8l−2

‖u‖1β
Ĉe−αR/2.

For the second sum we have using (a version with u(k − x) instead of u(x− k) of)
Lemma 6.2 that for l ≥ l∗9∑

i∈Cl+R

∑
k 6∈Cl

ω̃iu(k − i) =
∑

i∈Cl−R

∑
k 6∈Cl

ω̃iu(k − i) +
∑

i∈Cl+R\Cl−R

∑
k 6∈Cl

ω̃iu(k − i)

≤ |Cl−R|
8l−2

β‖u‖1
Ĉe−αR/2 +

8l−2

β‖u‖1
|Cl+R \ Cl−R|‖u‖1

≤ |Cl−R|
8l−2

β‖u‖1
Ĉe−αR/2 +

8l−2

β
4dR(l +R)d−1.
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If l is sufficiently large, i.e. l ≥ l∗10 for some l∗10 = l∗10(R, d) = l∗10(u), we have

1

|Cl|
∑

i∈Cl+R

∑
k 6∈Cl

ω̃iu(k − i) ≤ 8l−2

β‖u‖1
Ĉe−αR/2 +

l−2

8β
.

Putting everything together we arrive at〈
ψ, hCl,Nω̃ ψ

〉
≥ u

|Cl|
∑

i∈Cl+R

ω̃i − 2
8l−2

β‖u‖1
Ĉe−αR/2 − l−2

8β
. (38)

We apply Temple’s inequality and obtain by Ineq. (38), Ineq. (37) and Ineq. (36)
that

λ1(hCl,Nω ) ≥ λ1(hCl,Nω̃ )− l−2

8β
≥
〈
ψ, hCl,Nω̃ ψ

〉
−

〈
ψ,
(
hCl,Nω̃

)2
ψ
〉

ξ −
〈
ψ, hCl,Nω̃ ψ

〉 − l−2

8β

≥ 3

4

u

|Cl|
∑

j∈Cl+R

ω̃j −
l−2

4β
− l−2

β
Ĉe−αR/2

[ 16

‖u‖1
+

u

4‖u‖21

]
.

Set l∗8 = max{l∗9, l∗10}. By our choice of R we finally obtain for l ≥ l∗8 that

λ1(hCl,Nω ) ≥ 3

4

u

|Cl|
∑

j∈Cl+R

ω̃j −
3

8

l−2

β
.

Assume that the statement of the proposition is wrong. Then∣∣∣∣{k ∈ Cl : ωk ≥
4l−2

βu

}∣∣∣∣ > 11

12

|Cl|
2
.

Since ωk ≥ 4l−2/(βu) implies ω̃k ≥ 4l−2/(βu) we have

l−2

β
> λ1(hCl,Nω ) ≥ 3

4

u

|Cl|
∑

j∈Cl+R

ω̃j −
3

8

l−2

β
≥ l−2

β
.

This is a contradiction.

Proposition 7.11. Let Assumption (A) be satisfied, u :=
∑

k∈Zd u(k) > 0, ζ ∈
(0, 2), ξ > 0, β0 as in Proposition 7.10 and assume that there is ε0 > 0 with

P(ω0 < ε0) ≤ 1

12
.

Then there exists and l∗11 = l∗11(u, µ, β0, ζ, ξ) < ∞, such that if we pick l ≥ l∗11

satisfying
b2l + 1c

b2l1−ζ/2β−1/2
0 + 1c

∈ 2N + 1, (39)

and assume that Assumption (C) is satisfied for δ = lζ−2/(8ω+), then we have

P
(
λ1(hlω) < l−2+ζ

)
≤ l−ξ.
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Remark 7.12. The set{
l > 0:

b2l + 1c
b2l1−ζ/2β−1/2

0 + 1c
∈ 2N + 1

}

is an unbounded set. This follows readily from the following fact: If (an) and (bn) are
sequences of natural numbers satisfying an ≤ an+1 ≤ an + 1 and bn ≤ bn+1 ≤ bn + 1
for all n and an/bn → ∞, then every natural number larger than a1/b1 can be
realized by a quotient an/bn.

Proof of Proposition 7.11. We set l̃ := l1−ζ/2β
−1/2
0 and assume that l is large

enough, say l ≥ l∗12 = l∗12(u, β0, ζ), such that l̃ ≥ l∗8 with l∗8 from Proposition 7.10.
By construction we have n := b2l + 1c/b2l̃ + 1c ∈ 2N + 1. Hence we can divide the
cube Cl into smaller disjoint cubes Cj = Cl̃(zj) with appropriate centers zj , j from
one to nd, and the property that Cl = ∪̇jCj . Following [Ves01], see also [Kir08] for
the discrete setting, we arrive at

P
(
λ1(hlω) < l−2+ζ

)
=

nd∑
j=1

P
(
λ1(hC

j ,N
ω ) < β−1

0 l̃−2
)
. (40)

By translation invariance it remains to estimate P := P(λ1(h
Cl̃,N
ω ) < β−1

0 l̃−2).
Since l̃ ≥ l∗8 and Assumption (C) is satisfied for δ = l̃−2/(8β0ω+) we can apply
Proposition 7.10 and obtain

P ≤ P

(∣∣∣∣{k ∈ Cl̃ : ωk <
4l̃−2

β0u

}∣∣∣∣ > 13

12

|Cl̃|
2

)

= P

(
1

Cl̃

∑
k∈Cl̃

1[
0, 4l̃
−2

β0u

)(ωk) ≥ p+
(13

24
− p
))

, p := P
(
ωk ∈

[
0,

4l̃−2

β0u

))
.

If l ≥ l∗13 = l∗13(µ, β0, ζ, u) then p ≤ 1/12. Hence 13/24−p is positive and Bernstein’s
inequality gives

P ≤ e−2|Cl̃|
(

13
24
−p
)
≤ e−|Cl̃|

(
11
12

)2

. (41)

From Eq. (40) and Ineq. (41) we infer

P
(
λ1(hlω) < l−2+ζ

)
≤ nde−|Cl̃|

(
11
12

)2

≤ b2l + 1cde−(l−ζ/2β
−1/2
0 )d .

The result follows by choosing l sufficiently large, depending only on u, µ, β0, ζ and
ξ.

Proposition 7.13. Let Assumption (A) be satisfied, u > 0 and assume that there
is ε0 > 0, such that

P(ω0 < ε0) ≤ 1

12
.

Let further ξ, κ, β, q and m0 be as required in Definition 7.6, ζ ∈ (2−2(1−β)/κ, 2),
and let β0 be as in Proposition 7.10.
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Then there exists δ > 0 and εl0 > 0, both depending only on u, µ, β0, ζ, ξ, κ, β
and q, such that if Assumption (C) is satisfied for δ, then the initial scale estimate
holds in in the interval [−εl0/2, εl0/2].

The length εl0 of the localization interval [−εl0/2, εl0/2] can be determined

following formulas (42), (43), and (44). Similarly, δ equals lζ−2
0 /(8ω+) for l0 as in

(44).

Proof. Note that we know from Remark 7.12 that for each constant K there is
an l ≥ K which satisfies condition (39). For all l ≥ l∗11 satisfying condition (39)
and assuming that Assumption (C) is satisfied for δ = lζ−2/(8ω+), we have by
Proposition 7.11

P
(
λ1(hlω) ≥ l−2+ζ

)
≥ 1− l−ξ.

Let ΩL := {ω ∈ Ω: λ1(hlω) ≥ l−2+ζ}. From Ineq. (18) we infer that the set

Ω∗L := {ω ∈ Ω: λ1(hlω′) ≥ l−2+ζ − Cu,ω+e−3lα/2

for all ω′ ∈ Ω with ΠC4l
ω′ = ΠC4l

ω}.

satisfies Ω∗L ⊃ ΩL, hence P(Ω∗L) ≥ 1 − l−ξ. We assume that l ≥ l∗14 = l∗14(ζ, u, ω+)
such that

εl := l−2+ζ − Cu,ω+e−3lα/2 > 0. (42)

Let ω ∈ Ω∗L and

E ∈ Il =

[
−εl

2
,
εl
2

]
. (43)

Then d(E, σ(hlω′)) ≥ εl/2 for all ω′ ∈ Ω with ΠC4l
ω′ = ΠC4l

ω, or with our shorthand
notation, d̃(E, σ(hlω)) ≥ εl/2. The Combes-Thomas estimate, see e.g. [Klo02], gives
that there is a universal constant C such that for all n,m ∈ Cl and all ω′ ∈ Ω with
ΠC4l

ω′ = ΠC4l
ω that

|GCl
ω′(E,n,m)| ≤

(
C

ρ(E)

)2

e−ρ(E)‖m−n‖/C

where

ρ(E) = inf
{√

d(E, σ(hlω′)), 1/4
}
.

Hence, for each ε ∈ (0, 1) we find l∗15 = l∗15(ε, u, µ, ζ) such that for all l ≥ l∗15 we have

sup
w∈∂iCl

|GCl
ω′(E; 0, w)| ≤ e−(1−ε)lζ/2−1l

for all ω′ ∈ Ω with ΠC4l
ω′ = ΠC4l

ω. Hence, we have for all ε ∈ (0, 1) and all l ≥
max{l∗11, l

∗
14, l

∗
15} satisfying Eq. (39) (assuming for the moment that Assumption (C)

is satisfied for an appropriate δ)

P(∀E ∈ Il the cube Cl is uniformly ((1− ε)lζ/2−1, E)-regular) ≥ 1− l−ξ.

40



Let z1, z2 ∈ Zd with ‖z1 − z2‖∞ > 8l and set P := P(Bl(z1, z2,ml, Il)) where
ml = (1 − ε)lζ/2−1. We use translation invariance and the independence of two
“disjoint” cylindersets and obtain

P ≤ P
(
{∃E ∈ Il : Cl(z1) is not uniformly (ml, E)-regular}

∩{∃E ∈ Il : Cl(z2) is not uniformly (ml, E)-regular}
)

= P
(
{∃E ∈ Il : Cl is not uniformly (ml, E)-regular}

)2
≤ l−2ξ

Since ζ > 2β, which follows from our assumption ζ > 2 − 2(1 − β)/κ, there is
l∗16 = l∗16(ζ, β, ε) such that for l ≥ l∗16 we have ml > lβ−1 as required in Definition 7.6.
If we pick

l0 > max

{(
3

(1− q)(1− ε)

) 2
ζ−(2−2(1−β)/κ)

, l∗11, l
∗
14, l

∗
15, l

∗
16, l

∗

}
(44)

satisfying Eq. (39), set m0 = ml0 , and assume that Assumption (C) is satisfied

for δ = lζ−2
0 /(8ω+), then the initial scale estimate is satisfied in Il0 . Since ζ >

2 − 2(β − 1)/κ, the first condition in (44) ensures that l0 > l as required in
Definition 7.6.

Proof of Theorem 2.7. The statement follows from Lemma 7.9 and Theorem 2.6

Proof of Theorem 2.8. The statement follows from Proposition 7.13 and Theo-
rem 2.6.

8 Localization via multiscale analysis (continuous model)

In Section 7 we apply the multiscale analysis à la [KSS98a] to the discrete alloy-type
model with exponentially decaying single-site potential. Beyond doubt, on the basis
of the Wegner estimate from Theorem 2.2 one could do the same for the (continuous)
alloy-type model with exponentially decaying convolution vector.

However, to keep things short, we just note that Proposition 6.3 replaces
[KSS98a, Lemma 3.4], which is sufficient for the induction step of the multiscale
analysis. Hence, once an appropriate initial length scale estimate is satisfied one
obtains localization. More precisely, Proposition 6.3 and the multiscale analysis à
la [KSS98a] imply the following theorem.

Theorem 8.1 (localization, continuous model). Assume that U is a generalized
step function and assume that Assumptions (B) and (A) are satisfied. Denote by
a the infimum of the almost sure spectrum of Hω and assume further that for any
ξ > 0 and β0 ∈ (0, 2) there is an l∗ = l∗(ξ, β0) such that

P
(
d̃
(
a, σ(H l

ω)
)
≤ lβ0−2

)
≤ l−ξ. (45)

Then, for almost every ω ∈ Ω, the spectrum of Hω is only of pure point type in a
neighborhood of a with exponentially decaying eigenfunctions.
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Here, the uniform distance d̃ from Ineq. (45) is defined by

d̃
(
a, σ(H l

ω)
)

= inf
ω⊥1 ∈ΩZd\C4l

d
(
E, σ

(
H l

(ω1,ω⊥1 )

))
where ω1 ∈ ΩC4l

is defined by ω1 = ΠC4l
ω.

Remark 8.2. Let us finally discuss the validity of an initial scale estimate as
formulated in Ineq. (45). If the single-site potential U is non-negative and satisfies
|U(x)| ≤ C‖x‖−m for m large, Ineq. (45) is a well known fact, see e.g. [KSS98b,
KSS98a] for the case where U is compactly supported. If the single-site potential
changes its sign and has unbounded support, far less is known. However, similarly
to Lemma 7.11 of Section 7.4 one can prove Ineq. (45) for the alloy-type model
on L2(Rd) if the single-site potential U is a generalized step function with an
exponentially decaying convolution vector of a small negative part. In the case that
the single-site potential is even compactly supported this has been done in Section 5
of [Ves01].
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[TV10a] M. Tautenhahn and I. Veselić. A note on regularity for discrete alloy-type
models. Technische Universität Chemnitz, Preprintreihe der Fakultät
für Mathematik, Preprint 2010-6, ISSN 1614-8835, 2010.
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[TV13a] M. Tautenhahn and I. Veselić. Minami’s estimate: beyond rank one
perturbation and monotonicity. Ann. Henri Poincaré, 2013. DOI
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