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In this paper we consider the problem of finding numerical spherical $t$-designs on the sphere $\mathbb{S}^{2}$. Spherical $t$-designs are point sets $\left\{\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{M}\right\} \subset \mathbb{S}^{2}$ which provide quadrature rules with equal weights for the sphere which are exact for polynomials up to degree $t$. We use a variational characterization of spherical $t$ designs proposed by Sloan and Womersley in [23], where a minimization problem has to be solved. Therefor we regard several nonlinear optimization methods on manifolds, like Newton and conjugate gradient methods. We show that by means of the nonequispaced fast spherical Fourier transforms we perform gradient and Hessian evaluations in $\mathcal{O}\left(t^{2} \log t+M \log ^{2}(1 / \epsilon)\right)$ arithmetic operations. Using this we are able to compute spherical $t$-designs for $t \leq 1000$ and present results even in the case $M \approx \frac{1}{2} t^{2}$.
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## 1 Introduction

Distributing points on the unite sphere $\mathbb{S}^{2}$ in the Euclidean space $\mathbb{R}^{3}$ in some optimal sense is a challenging problem, cf. [22]. In this paper, we consider the concept of spherical $t$-designs, which was introduced by Delsarte, Goethals and Seidel [5] in 1977. There a spherical $t$-design on $\mathbb{S}^{2}$ is defined as a finite set $\mathcal{X}_{M}=\left\{\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{M}\right\} \subset \mathbb{S}^{2}$ satisfying

$$
\int_{\mathbb{S}^{2}} p(\boldsymbol{x}) \mathrm{d} \mu_{\mathbb{S}^{2}}(\boldsymbol{x})=\frac{4 \pi}{M} \sum_{i=1}^{M} p\left(\boldsymbol{x}_{i}\right), \quad \text { for all } p \in \mathbb{P}_{t}
$$

where $\mathrm{d} \mu_{\mathbb{S}^{2}}$ is the surface measure on $\mathbb{S}^{2}$ and $\Pi_{t}\left(\mathbb{S}^{2}\right)$ is the space of all spherical polynomials with degree at most $t$. Such point sets provide equal weights quadrature formulae on the

[^0]sphere $\mathbb{S}^{2}$, which have many applications. Here we exploit the equivalent characterization used by Sloan and Womersley in [23],
\[

$$
\begin{equation*}
A_{t}\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2}, \ldots, \boldsymbol{x}_{M}\right):=\frac{1}{M^{2}} \sum_{n=1}^{t} \sum_{k=-n}^{n}\left|\sum_{i=1}^{M} Y_{n}^{k}\left(\boldsymbol{x}_{i}\right)\right|^{2}=0 \tag{1.1}
\end{equation*}
$$

\]

where $Y_{n}^{k}$ are the spherical harmonics of degree $n$ and order $k$. Since $A_{t} \geq 0$, the problem of finding a $t$-design $\mathcal{X}_{M}$ reduces to finding a minimum of $A_{t}$. In this paper we are interested in finding numerical spherical $t$-designs, i.e., we compute sampling sets $\mathcal{X}_{M}$, such that $A_{t}\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2}, \ldots, \boldsymbol{x}_{M}\right) \leq \varepsilon$, where $\varepsilon$ is a given accuracy. We present optimization algorithms on Riemannian manifolds for attacking this highly nonlinear minimization problem. The proposed methods make use of fast spherical Fourier transforms, which where already successfully applied in $[16,11]$ for solving high dimensional linear equation systems on the sphere.

We note that there is no theoretical result which proves the existence of a $t$-design with $(t+1)^{2}$ nodes for arbitrary $t \in \mathbb{N}$. But recently, in [2] it was verified that for $t=1, \ldots, 100$, spherical $t$-designs with $(t+1)^{2}$ nodes exist, using the characterization of fundamental spherical $t$-designs and interval arithmetic. For further recent developments in the research of spherical $t$-designs and related topics we refer to the very nice survey article [1].

The outline of this paper is as follows. In Section 2 we present the necessary tools. That is we give a brief introduction to Riemannian geometry on the sphere $\mathbb{S}^{2}$ and the $M$ times product manifold $\mathbb{S}^{2} \times \cdots \times \mathbb{S}^{2}$ in order to describe optimization methods on these manifolds. Afterwards, we define the nonequispaced spherical Fourier transforms and comment on the fast realization. In Section 3 we combine the optimization method with the nonequispaced spherical Fourier transform and show that each iteration step is realized very efficiently with the help of fast spherical Fourier transforms. Finally, we compare the proposed optimization methods and present numerical results in Section 4, where we compute numerically spherical $t$-designs for $t=10,100,200,500,1000$.

## 2 Prerequisites

The purpose of this section is to define the necessary notations for calculations on Riemannian manifolds in order to describe the optimization algorithms presented in Section 2.3. We are especially interested in the geometry of the sphere $\mathbb{S}^{2}$ and its $M$ times products $\mathbb{S}_{M}^{2}:=$ $\mathbb{S}^{2} \times \cdots \times \mathbb{S}^{2}$. So the general Riemannian manifold $\mathcal{M}$ with Riemannian metric $g_{\mathcal{M}}$ holds as substitute for these manifolds. By the famous embedding theorem of Nash every Riemannian manifold $\left(\mathcal{M}, g_{\mathcal{M}}\right)$ can be seen as a sub-manifold of some $d$-dimensional Euclidean space $\mathbb{R}^{d}$. Hence, we use the more extrinsic, but also more intuitive approach to Riemannian geometry. In the following we introduce the general concepts using the example of the sphere. In Section 2.2 we briefly summarize the notations for the product manifold $\mathbb{S}_{M}^{2}$. Finally we present in Section 2.4 the basics of the nonequispaced fast spherical Fourier transform.

### 2.1 Riemannian geometry on the sphere $\mathbb{S}^{2}$

As a sub-manifold the sphere is embedded in the three-dimensional Euclidean space $\mathbb{R}^{3}$ by

$$
\mathbb{S}^{2}:=\left\{\boldsymbol{x}:=(x, y, z)^{\top} \in \mathbb{R}^{3}: x^{2}+y^{2}+z^{2}=1\right\} .
$$

From this embedding we obtain a natural understanding of the tangent space $\mathrm{T}_{\boldsymbol{x}} \mathbb{S}^{2}$ at a point $\boldsymbol{x} \in \mathbb{S}^{2}$. It is simply given by the orthogonal complement of the linear subspace $\operatorname{span}\{\boldsymbol{x}\}$, i.e.,

$$
\mathrm{T}_{\boldsymbol{x}} \mathbb{S}^{2}:=\left\{\boldsymbol{v} \in \mathbb{R}^{3}:\langle\boldsymbol{v}, \boldsymbol{x}\rangle=0\right\},
$$

where $\langle\boldsymbol{x}, \boldsymbol{y}\rangle:=\boldsymbol{x}^{\top} \boldsymbol{y}$ is the standard inner product.


Figure 2.1: The sphere $\mathbb{S}^{2}$ embedded in $\mathbb{R}^{3}$ and a tangent space $\mathrm{T}_{\boldsymbol{x}} \mathbb{S}^{2}$.
Then the sphere possesses a natural Riemannian metric from the given embedding, which is induced by the Riemannian metric of the ambient space $\mathbb{R}^{3}$, cf. Figure 2.1. Thus, the Riemannian metric $g_{\mathbb{S}^{2}}: \mathrm{T}_{\boldsymbol{x}} \mathbb{S}^{2} \times \mathrm{T}_{\boldsymbol{x}} \mathbb{S}^{2} \rightarrow \mathbb{R}$ is given on the sphere for all $\boldsymbol{x} \in \mathbb{S}^{2}$ by

$$
g_{\mathbb{S}^{2}}(\boldsymbol{v}, \boldsymbol{w}):=\langle\boldsymbol{v}, \boldsymbol{w}\rangle, \quad \boldsymbol{v}, \boldsymbol{w} \in \mathrm{T}_{\boldsymbol{x}} \mathbb{S}^{2}
$$

In this metric the geodesic distance between two points $\boldsymbol{x}, \boldsymbol{y} \in \mathbb{S}^{2}$ calculates from

$$
\mathrm{d}_{\mathbb{S}^{2}}(\boldsymbol{x}, \boldsymbol{y}):=\arccos (\langle\boldsymbol{x}, \boldsymbol{y}\rangle) .
$$

In the following all functions or vector fields are arbitrarily often differentiable. Since, we consider the sphere $\mathbb{S}^{2}$ as an embedding in the space $\mathbb{R}^{3}$ it is most natural to consider functions $f$ on the sphere as restrictions of functions $\tilde{f}$ on $\mathbb{R}^{3}$. The same counts for vector fields $\boldsymbol{X}: \mathbb{S}^{2} \rightarrow \mathrm{~T}_{(.)} \mathbb{S}^{2}$, where $\tilde{\boldsymbol{X}}: \mathbb{R}^{3} \rightarrow \mathbb{R}^{3}$ is an extension of $\boldsymbol{X}$ to the ambient space $\mathbb{R}^{3}$. From this point of view we easily define the common differential operators on the sphere as


Figure 2.2: A geodesic $\boldsymbol{g}$ and the parallel transported vector $\boldsymbol{P}_{\boldsymbol{g}(1)}(\boldsymbol{w})$ of $\boldsymbol{w} \in \mathrm{T}_{\boldsymbol{x}} \mathbb{S}^{2}$.
restriction of differential operators on $\mathbb{R}^{3}$. Therefor we introduce for all $\boldsymbol{x} \in \mathbb{S}^{2}$ the orthogonal projection operator $\mathrm{P}_{\mathrm{T}_{x} \mathbb{S}^{2}}: \mathbb{R}^{3} \rightarrow \mathrm{~T}_{\boldsymbol{x}} \mathbb{S}^{2}$ by

$$
\mathrm{P}_{\mathrm{T}_{\boldsymbol{x}} \mathbb{S}^{2}}(\boldsymbol{v}):=\boldsymbol{v}-\langle\boldsymbol{v}, \boldsymbol{x}\rangle \boldsymbol{x}, \quad \boldsymbol{v} \in \mathbb{R}^{3}
$$

The spherical gradient $\nabla_{\mathbb{S}^{2}} f$ of the function $f$ reads as

$$
\nabla_{\mathbb{S}^{2}} f(\boldsymbol{x}):=\mathrm{P}_{\mathrm{T}_{\boldsymbol{x}} \mathbb{S}^{2}}(\nabla \tilde{f}(\boldsymbol{x})), \quad \boldsymbol{x} \in \mathbb{S}^{2}
$$

where $\nabla=\left(\frac{\partial}{\partial x}, \frac{\partial}{\partial y}, \frac{\partial}{\partial z}\right)^{\top}$ is the usual nabla operator in $\mathbb{R}^{3}$. Another important notion is given by the Levi-Civita connection $\nabla_{\boldsymbol{Y}} \boldsymbol{X}$ which defines a directional derivative of a vector field $\boldsymbol{X}$ along another vector field $\boldsymbol{Y}$ on manifolds. Using the usual derivative $\mathrm{D}_{\tilde{\boldsymbol{Y}}} \tilde{\boldsymbol{X}}$ of the vector field $\tilde{\boldsymbol{X}}$ with respect to the vector field $\tilde{\boldsymbol{Y}}$ it is expressed by, cf. [3, Sect. 10.1.],

$$
\left(\nabla_{\boldsymbol{Y}} \boldsymbol{X}\right)(\boldsymbol{x}):=\mathrm{P}_{\mathrm{T}_{\boldsymbol{x}} \mathbb{S}^{2}}\left(\left(\mathrm{D}_{\tilde{\boldsymbol{Y}}} \tilde{\boldsymbol{X}}\right)(\boldsymbol{x})\right), \quad \boldsymbol{x} \in \mathbb{S}^{2}
$$

The Levi-Civita connection is used for defining a concept of parallel transport on manifolds. To this end let $s:[0, T] \rightarrow \mathbb{S}^{2}, T>0$, be a smooth curve on the sphere. We say that the tangent vector $\boldsymbol{v}_{0}:=\boldsymbol{X}(s(0)) \in \mathrm{T}_{\boldsymbol{s}(0)} \mathbb{S}^{2}$ is parallel transported along $\boldsymbol{s}$ by $\boldsymbol{X}$ if

$$
\left(\nabla_{\dot{\boldsymbol{s}}(t)} \boldsymbol{X}\right)(\boldsymbol{s}(t))=\mathbf{0} \in \mathrm{T}_{\boldsymbol{s}(t)} \mathbb{S}^{2}, \quad t \in[0, T]
$$

Here $\dot{\boldsymbol{s}}$ denotes the time derivative of $\boldsymbol{s}$, which can be seen as a velocity field on the sphere $\mathbb{S}^{2}$. An outstanding role play curves $\boldsymbol{g}$, which transport their velocity vectors parallel onto itself, i.e.,

$$
\nabla_{\dot{\boldsymbol{g}}} \dot{\boldsymbol{g}}=\mathbf{0}
$$

Curves with this property are called geodesics and are the 'straight lines' on the sphere. Given a starting point $\boldsymbol{g}(0):=\boldsymbol{x} \in \mathbb{S}^{2}$ and a direction $\dot{\boldsymbol{g}}(0):=\boldsymbol{v} \in \mathrm{T}_{\boldsymbol{g}(0)} \mathbb{S}^{2}$ of length $\|\boldsymbol{v}\|_{2}:=\sqrt{\langle\boldsymbol{v}, \boldsymbol{v}\rangle}=1$, then the corresponding geodesic $\boldsymbol{g}(t)$ is explicitely parameterized by the exponential map $\exp _{\boldsymbol{x}}: \mathrm{T}_{\boldsymbol{x}} \mathbb{S}^{2} \rightarrow \mathbb{S}^{2}$, cf. [26, p. 19], due to

$$
\boldsymbol{g}(t):=\exp _{\boldsymbol{x}}(t \boldsymbol{v}):=\cos (t) \boldsymbol{x}+\sin (t) \boldsymbol{v}, \quad t \geq 0
$$

For an illustration see Figure 2.1. Hence, the geodesic $\boldsymbol{g}$ can also be interpreted as the path of a rotation of the point $\boldsymbol{x}$ about the rotation axis $\boldsymbol{x} \times \boldsymbol{v}$ with rotation angle $t$. Furthermore the parallel transport of a vector $\boldsymbol{w} \in \mathrm{T}_{\boldsymbol{x}} \mathbb{S}^{2}$ along the geodesic $\boldsymbol{g}$, see Figure 2.1, is realized by

$$
\begin{aligned}
\boldsymbol{P}_{\boldsymbol{g}(t)}(\boldsymbol{w}): & =\langle\boldsymbol{w}, \boldsymbol{v}\rangle(\cos (t) \boldsymbol{v}-\sin (t) \boldsymbol{x})+\boldsymbol{w}-\langle\boldsymbol{w}, \boldsymbol{v}\rangle \boldsymbol{v} \\
& =\langle\boldsymbol{w}, \boldsymbol{v}\rangle \dot{\boldsymbol{g}}(t)+\langle\boldsymbol{w}, \boldsymbol{x} \times \boldsymbol{v}\rangle \boldsymbol{g}(t) \times \dot{\boldsymbol{g}}(t), \quad t \geq 0
\end{aligned}
$$

For implementing a Newton method on the sphere one also needs a notion for the Hessian $\mathrm{H}_{\mathbb{S}^{2}}$ of a function $f$ on manifolds, cf. [26]. It is the tensor field of type $(0,2)$ satisfying

$$
\mathrm{H}_{\mathbb{S}^{2}} f(\boldsymbol{Y}, \boldsymbol{X})=g_{\mathbb{S}^{2}}\left(\nabla_{\boldsymbol{Y}} \nabla_{\mathbb{S}^{2}} f, \boldsymbol{X}\right)
$$

Therefor let $\boldsymbol{E}_{1}, \boldsymbol{E}_{2}: \mathbb{S}^{2} \rightarrow \mathrm{~T}_{(\cdot)} \mathbb{S}^{2}$ be vector fields, which form an orthonormal frame in a small neighborhood $U \subset \mathbb{S}^{2}$ of $\boldsymbol{x}$, i.e., for every $\boldsymbol{y} \in U$ the vectors $\boldsymbol{E}_{1}(\boldsymbol{y}), \boldsymbol{E}_{2}(\boldsymbol{y})$ form an orthonormal basis of the tangent space $\mathrm{T}_{\boldsymbol{y}} \mathbb{S}^{2}$. Then the components of the Hessian with respect to the vector fields $\boldsymbol{E}_{1}, \boldsymbol{E}_{2}$ are given for all $\boldsymbol{x} \in \mathbb{S}^{2}$ by

$$
\begin{equation*}
\mathrm{H}_{\mathbb{S}^{2}} f_{i, j}(\boldsymbol{x}):=\mathrm{H} \tilde{f}_{i, j}(\boldsymbol{x})-\left(\nabla_{\nabla_{\boldsymbol{E}_{i}} \boldsymbol{E}_{j}} \tilde{f}\right)(\boldsymbol{x}), \quad i, j=1,2 \tag{2.1}
\end{equation*}
$$

where $\mathrm{H} \tilde{f}$ is the usual Hessian and $\nabla_{\boldsymbol{v}} \tilde{f}$ is the directional derivative towards $\boldsymbol{v}$ in $\mathbb{R}^{3}$ of the extension $\tilde{f}$ respectively. For the sake of completeness we define the Laplace-Beltrami operator on the sphere

$$
\begin{equation*}
\Delta_{\mathbb{S}^{2}} f:=\operatorname{tr}\left(\mathrm{H}_{\mathbb{S}^{2}} f\right) \tag{2.2}
\end{equation*}
$$

via the trace of the Hessian.
For a local parameterization of $\mathbb{S}^{2}$ we use as usual spherical coordinates $(\theta, \varphi) \in[0, \pi] \times$ $[0,2 \pi)$ with $\boldsymbol{x}:=\boldsymbol{x}(\theta, \varphi):=(\sin \theta \cos \varphi, \sin \theta \sin \varphi, \cos \theta)^{\top}$. Then the vectors

$$
\boldsymbol{x}_{\theta}:=\frac{\partial}{\partial \theta} \boldsymbol{x}(\theta, \varphi), \quad \boldsymbol{x}_{\varphi}:=\frac{\partial}{\partial \varphi} \boldsymbol{x}(\theta, \varphi)
$$

form an orthogonal basis of the talent space $\mathrm{T}_{\boldsymbol{x}} \mathbb{S}^{2}$ for $\boldsymbol{x} \in \mathbb{S}^{2} \backslash\left\{ \pm(0,0,1)^{\top}\right\}$. In the literature to Riemannian geometry the quantities which defines differential operators on manifolds are expressed in terms of this canonical basis. However, we prefer to use an orthonormal basis of the tangent space $\mathrm{T}_{\boldsymbol{x}} \mathbb{S}^{2}$. For that reason we introduce the unit vectors

$$
\begin{equation*}
e_{\theta}:=x_{\theta}, \quad \boldsymbol{e}_{\varphi}:=\frac{1}{\sin \theta} \boldsymbol{x}_{\varphi} \tag{2.3}
\end{equation*}
$$

We remark, due to the singularities at the poles $\boldsymbol{e}_{z}:=(0,0,1)^{\top}$ and $-\boldsymbol{e}_{z}$ there is no basis in spherical coordinates of the corresponding tangent spaces. By the frame $\left\{\boldsymbol{e}_{\theta}, \boldsymbol{e}_{\varphi}\right\}$ the spherical nabla operator reads as

$$
\begin{equation*}
\nabla_{\mathbb{S}^{2}}:=\left(\frac{\partial}{\partial \theta}, \frac{1}{\sin \theta} \frac{\partial}{\partial \varphi}\right)^{\top}:=e_{\theta} \frac{\partial}{\partial \theta}+e_{\varphi} \frac{1}{\sin \theta} \frac{\partial}{\partial \varphi} \tag{2.4}
\end{equation*}
$$

and the Hessian is parameterized by

$$
\mathrm{H}_{\mathbb{S}^{2}}=\left(\begin{array}{cc}
\frac{\partial^{2}}{\partial \theta^{2}} & \frac{1}{\sin \theta} \frac{\partial^{2}}{\partial \theta \partial \varphi}-\frac{\cot \theta}{\sin \theta} \frac{\partial}{\partial \varphi}  \tag{2.5}\\
\frac{1}{\sin \theta} \frac{\partial^{2}}{\partial \varphi \partial \theta}-\frac{\cot \theta}{\sin \theta} \frac{\partial}{\partial \varphi} & \frac{1}{\sin ^{2} \theta} \frac{\partial^{2}}{\partial \varphi^{2}}+\cot \theta \frac{\partial}{\partial \theta}
\end{array}\right) .
$$

Furthermore the Laplace-Beltrami operator given by (2.2) implies

$$
\begin{equation*}
\Delta_{\mathbb{S}^{2}}=\frac{1}{\sin \theta} \frac{\partial}{\partial \theta}\left(\sin \theta \frac{\partial}{\partial \theta}\right)+\frac{1}{\sin ^{2} \theta} \frac{\partial^{2}}{\partial \varphi^{2}} \tag{2.6}
\end{equation*}
$$

### 2.2 Riemannian geometry on $\mathbb{S}^{2} \times \cdots \times \mathbb{S}^{2}$

For computing spherical $t$-designs we aim to optimize over the product manifold

$$
\mathbb{S}_{M}^{2}:=\underbrace{\mathbb{S}^{2} \times \cdots \times \mathbb{S}^{2}}_{M \text { times }}
$$

of $M \in \mathbb{N}$ spheres $\mathbb{S}^{2}$. Therefor, we briefly summarize the necessary notations for the geometric objects on this manifold. The tangent space at the point $\overrightarrow{\boldsymbol{x}}:=\left(\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{M}\right) \in \mathbb{S}_{M}^{2}$ is simply defined by

$$
\mathrm{T}_{\overrightarrow{\boldsymbol{x}}} \mathbb{S}_{M}^{2}:=\mathrm{T}_{\boldsymbol{x}_{1}} \mathbb{S}^{2} \times \cdots \times \mathrm{T}_{\boldsymbol{x}_{M}} \mathbb{S}^{2}
$$

with its canonical Riemannian metric

$$
g_{\mathbb{S}_{M}^{2}}(\boldsymbol{v}, \boldsymbol{w}):=\sum_{i=1}^{M} g_{\mathbb{S}^{2}}\left(\boldsymbol{v}_{i}, \boldsymbol{w}_{i}\right), \quad \boldsymbol{v}:=\left(\boldsymbol{v}_{1}, \ldots, \boldsymbol{v}_{M}\right), \boldsymbol{w}:=\left(\boldsymbol{w}_{1}, \ldots, \boldsymbol{w}_{M}\right) \in \mathrm{T}_{\overrightarrow{\boldsymbol{x}}} \mathbb{S}_{M}^{2}
$$

Since the tangent subspaces $\mathrm{T}_{\boldsymbol{x}_{i}} \mathbb{S}^{2}, \mathrm{~T}_{\boldsymbol{x}_{j}} \mathbb{S}^{2}$ are orthogonal for $i \neq j$ the distance is the Pythagorean sum

$$
\mathrm{d}_{\mathbb{S}_{M}^{2}}(\overrightarrow{\boldsymbol{x}}, \overrightarrow{\boldsymbol{y}}):=\left(\sum_{i=1}^{M} \mathrm{~d}_{\mathbb{S}^{2}}^{2}\left(\boldsymbol{x}_{i}, \boldsymbol{y}_{i}\right)\right)^{\frac{1}{2}}, \quad \overrightarrow{\boldsymbol{x}}, \overrightarrow{\boldsymbol{y}} \in \mathbb{S}_{M}^{2}
$$

In the same manner we obtain for every $\overrightarrow{\boldsymbol{x}} \in \mathbb{S}_{M}^{2}$ the exponential map exp : $\mathbb{S}_{M}^{2} \rightarrow \mathbb{S}_{M}^{2}$ by

$$
\exp _{\overrightarrow{\boldsymbol{x}}}(\boldsymbol{v}):=\left(\exp _{\boldsymbol{x}_{1}}\left(\boldsymbol{v}_{1}\right), \ldots, \exp _{\boldsymbol{x}_{M}}\left(\boldsymbol{v}_{M}\right)\right) \in \mathbb{S}_{M}^{2}, \quad \boldsymbol{v} \in \mathrm{~T}_{\overrightarrow{\boldsymbol{x}}} \mathbb{S}_{M}^{2}
$$

We denote by $\nabla_{\mathbb{S}^{2}}^{i} f(\overrightarrow{\boldsymbol{x}}) \in \mathrm{T}_{\boldsymbol{x}_{i}} \mathbb{S}^{2}, i=1, \ldots, M$ the spherical gradient of $f$ with respect to $\boldsymbol{x}_{i}$, then the gradient of $f$ is expressed by

$$
\begin{equation*}
\nabla_{\mathbb{S}_{M}^{2}} f(\overrightarrow{\boldsymbol{x}}):=\left(\nabla_{\mathbb{S}^{2}}^{1} f(\overrightarrow{\boldsymbol{x}}), \ldots, \nabla_{\mathbb{S}^{2}}^{M} f(\overrightarrow{\boldsymbol{x}})\right) \in \mathrm{T}_{\overrightarrow{\boldsymbol{x}}} \mathbb{S}_{M}^{2} \tag{2.7}
\end{equation*}
$$

Similarly, we denote by $\mathrm{H}_{\mathbb{S}^{2}}^{i} f$ the spherical Hessian with respect to the coordinate $\boldsymbol{x}_{i}$ and obtain by (2.4), (2.5) and (2.1) the formula

$$
\mathrm{H}_{\mathbb{S}_{M}^{2}} f(\overrightarrow{\boldsymbol{x}}):=\left(\begin{array}{cccc}
\mathrm{H}_{\mathbb{S}^{2}}^{1} f(\overrightarrow{\boldsymbol{x}}) & \nabla_{\mathbb{S}^{2}}^{1} \nabla_{\mathbb{S}^{2}}^{2} f(\overrightarrow{\boldsymbol{x}}) & \ldots & \nabla_{\mathbb{S}^{2}}^{1} \nabla_{\mathbb{S}^{2}}^{M^{\top}} f(\overrightarrow{\boldsymbol{x}})  \tag{2.8}\\
\nabla_{\mathbb{S}^{2}}^{2} \nabla_{\mathbb{S}^{2}}^{\top} f(\overrightarrow{\boldsymbol{x}}) & \mathrm{H}_{\mathbb{S}^{2}} f(\overrightarrow{\boldsymbol{x}}) & \ldots & \nabla_{\mathbb{S}^{2}}^{2} \nabla_{\mathbb{S}^{2}}^{M} f(\overrightarrow{\boldsymbol{x}}) \\
\vdots & \vdots & \ddots & \vdots \\
\nabla_{\mathbb{S}^{2}}^{M} \nabla_{\mathbb{S}^{2}}^{1} f(\overrightarrow{\boldsymbol{x}}) & \nabla_{\mathbb{S}^{2}}^{M} \nabla_{\mathbb{S}^{2}}^{2} f(\overrightarrow{\boldsymbol{x}}) & \ldots & \mathrm{H}_{\mathbb{S}^{2}}^{M} f(\overrightarrow{\boldsymbol{x}})
\end{array}\right) .
$$

In Section 3 we do all the computations in the basis of the tangent spaces $\mathrm{T}_{\boldsymbol{x}_{i}} \mathbb{S}^{2}$ given by $\left\{\boldsymbol{e}_{\theta}\left(\boldsymbol{x}_{i}\right), \boldsymbol{e}_{\varphi}\left(\boldsymbol{x}_{i}\right)\right\}, i=1, \ldots, M$. Hence, $\boldsymbol{x}_{i}= \pm \boldsymbol{e}_{z}$ is not a feasible point. Furthermore we express the tangent vectors $\boldsymbol{v}_{i} \in \mathrm{~T}_{\boldsymbol{x}_{i}} \mathbb{S}^{2}, i=1, \ldots, M$ by the representation

$$
\boldsymbol{v}_{i}:=v_{\theta_{i}} \boldsymbol{e}_{\theta}\left(\boldsymbol{x}_{i}\right)+v_{\varphi_{i}} \boldsymbol{e}_{\varphi}\left(\boldsymbol{x}_{i}\right)
$$

and write for simplicity

$$
\begin{equation*}
\boldsymbol{v}_{i}:=\left(v_{\theta_{i}}, v_{\varphi_{i}}\right) \in \mathbb{R}^{2} . \tag{2.9}
\end{equation*}
$$

### 2.3 Optimization methods on Riemannian manifolds

In this section we describe the Newton method and the method of conjugate gradients for nonlinear problems on Riemannian manifolds. For a nice survey article with applications of optimization on manifolds see [6]. We shortly recapitulate these standard methods in the Euclidean space.

Let $f: \mathbb{R}^{d} \rightarrow \mathbb{R}$ be the objective function and $\boldsymbol{x}_{*} \in \mathbb{R}^{d}$ a minimum point, i.e., $\nabla f\left(\boldsymbol{x}_{*}\right)=0$ with positive definite Hessian $\mathrm{H} f$. Then Newton's method is defined for an initial guess $\boldsymbol{x}_{0}$ close to $\boldsymbol{x}_{*}$ by the following iteration

$$
\boldsymbol{x}_{k+1}:=\boldsymbol{x}_{k}-\mathrm{H} f\left(\boldsymbol{x}_{k}\right)^{-1} \nabla f\left(\boldsymbol{x}_{k}\right), \quad k=0,1, \ldots,
$$

and its well-know that for smooth functions it converges quadratically in a neighborhood of $\boldsymbol{x}_{*}$, i.e.,

$$
\left\|\boldsymbol{x}_{*}-\boldsymbol{x}_{k+1}\right\|_{2} \leq c\left\|\boldsymbol{x}_{*}-\boldsymbol{x}_{k}\right\|_{2}^{2} .
$$

Some drawback in large dimensions is the difficulty to invert or even calculate the Hessian. Hence efficient first order optimization methods are preferred for high dimensional objective functions. Here, we consider conjugate gradient (CG) algorithms for nonlinear optimization. For a nice survey in the Euclidean case see [12]. The general scheme of a nonlinear CG method uses the recurrence

$$
\boldsymbol{x}_{k+1}:=\boldsymbol{x}_{k}+\alpha_{k} \boldsymbol{d}_{k}, \quad k=0,1, \ldots,
$$

where $\alpha_{k}$ is a positive step size and $\boldsymbol{d}_{k}$ are the search directions given by the rule

$$
\boldsymbol{d}_{k+1}:=-\boldsymbol{g}_{k+1}+\beta_{k} \boldsymbol{d}_{k}, \quad \boldsymbol{d}_{0}:=-\boldsymbol{g}_{0}, \quad \boldsymbol{g}_{k}:=\nabla f\left(\boldsymbol{x}_{k}\right) .
$$

Various CG methods are known, which differ only on the choices for $\beta_{k}$. Here we use the one for exact conjugacy proposed by Daniel in [4]

$$
\beta_{k}:=\frac{\left\langle\boldsymbol{g}_{k+1}, \mathrm{H} f\left(\boldsymbol{x}_{k+1}\right) \boldsymbol{d}_{k}\right\rangle}{\left\langle\boldsymbol{d}_{k}, \mathrm{H} f\left(\boldsymbol{x}_{k}\right) \boldsymbol{d}_{k}\right\rangle} .
$$

The step size $\alpha_{k}$ is determined by the search of a local minimum along the line $\boldsymbol{x}_{k}+t \boldsymbol{d}_{k}$, $t>0$, hence it has to satisfy

$$
\nabla f\left(\boldsymbol{x}_{k}+\alpha_{k} \boldsymbol{d}_{k}\right) \boldsymbol{d}_{k}=0
$$

The above algorithms generalize canonically to Riemannian manifolds $\left(\mathcal{M}, g_{\mathcal{M}}\right)$. For that reason we remark that all the geometric objects defined in the last section for the cases of the sphere $\mathbb{S}^{2}$ and its products $\mathbb{S}_{M}^{2}$ are defined in a rigorous manner for general Riemannian manifolds $\left(\mathcal{M}, g_{\mathcal{M}}\right)$, cf. $[24,6]$. Hence, we just replace the subscripts $\mathbb{S}^{2}$ and $\mathbb{S}_{M}^{2}$ by $\mathcal{M}$ for the general description of the algorithms.

In Riemannian geometry the addition of a tangent vector to the base point $\boldsymbol{x}$ is replaced by the exponential map $\exp _{\boldsymbol{x}}: \mathrm{T}_{\boldsymbol{x}} \mathcal{M} \rightarrow \mathcal{M}$. Moreover the translation of tangent vectors is replaced by the notion of parallel transport $\boldsymbol{P}_{\boldsymbol{g}(t)}(\boldsymbol{v})$ along geodesics $\boldsymbol{g}$. By doing so the Newton method reads as, cf. [26, Sec. 7.5],

$$
\boldsymbol{x}_{k+1}:=\exp _{\boldsymbol{x}_{k}}\left(-\mathrm{H}_{\mathcal{M}} f\left(\boldsymbol{x}_{k}\right)^{-1} \nabla_{\mathcal{M}} f\left(\boldsymbol{x}_{k}\right)\right), \quad k=0,1, \ldots,
$$

where $f: \mathcal{M} \rightarrow \mathbb{R}$ is the objective function and $\boldsymbol{x}_{0} \in \mathcal{M}$ is close to a minimum $\boldsymbol{x}_{*} \in \mathcal{M}$. As in the Euclidean case it was shown in [24] that this scheme is also quadratically convergent

$$
\mathrm{d}_{\mathcal{M}}\left(\boldsymbol{x}_{*}, \boldsymbol{x}_{k+1}\right) \leq c \mathrm{~d}_{\mathcal{M}}^{2}\left(\boldsymbol{x}_{*}, \boldsymbol{x}_{k}\right)
$$

The CG method on Riemannian manifolds is given by

$$
\boldsymbol{x}_{k+1}:=\exp _{\boldsymbol{x}_{k}}\left(\alpha_{k} \boldsymbol{d}_{k}\right), \quad k=0,1, \ldots
$$

with

$$
\boldsymbol{d}_{k+1}:=-\boldsymbol{g}_{k}+\beta_{k} \boldsymbol{P}_{\boldsymbol{g}\left(\alpha_{k}\right)}\left(\boldsymbol{d}_{k}\right), \quad \boldsymbol{d}_{0}:=-\boldsymbol{g}_{0}, \quad \boldsymbol{g}_{k}:=\nabla_{\mathcal{M}} f\left(\boldsymbol{x}_{k}\right)
$$

where $\boldsymbol{g}$ is the geodesic from $\boldsymbol{g}(0)=\boldsymbol{x}_{k}$ to $\boldsymbol{g}\left(\alpha_{k}\right)=\boldsymbol{x}_{k+1}$ in direction $\boldsymbol{d}_{k}$. Furthermore the scalar $\beta_{k}$ is obtained by

$$
\beta_{k}:=\frac{\left\langle\boldsymbol{g}_{k+1}, \mathrm{H}_{\mathcal{M}} f\left(\boldsymbol{x}_{k+1}\right) \boldsymbol{P}_{\boldsymbol{g}\left(\alpha_{k}\right)}\left(\boldsymbol{d}_{k}\right)\right\rangle}{\left\langle P_{\boldsymbol{g}\left(\alpha_{k}\right)}\left(\boldsymbol{d}_{k}\right), \mathrm{H}_{\mathcal{M}} f\left(\boldsymbol{x}_{k+1}\right) P_{\boldsymbol{g}\left(\alpha_{k}\right)}\left(\boldsymbol{d}_{k}\right)\right\rangle}
$$

and the step size $\alpha_{k}$ is determined by

$$
\begin{equation*}
\nabla_{\mathcal{M}} f\left(\boldsymbol{g}\left(\alpha_{k}\right)\right) \boldsymbol{P}_{\boldsymbol{g}\left(\alpha_{k}\right)}\left(\boldsymbol{d}_{k}\right)=0 \tag{2.10}
\end{equation*}
$$

For an illustration of one iteration step of the CG method on the sphere $\mathbb{S}^{2}$ see Figure 2.3.

### 2.4 Fast spherical Fourier transforms

It is well known that the eigenfunctions of the spherical Laplace-Beltrami operator for $\boldsymbol{x}=$ $\boldsymbol{x}(\theta, \varphi) \in \mathbb{S}^{2}$ are the spherical harmonics $Y_{n}^{k}$ of degree $n$ and order $k$, cf. [21],

$$
\begin{equation*}
Y_{n}^{k}(\boldsymbol{x})=Y_{n}^{k}(\theta, \varphi):=\sqrt{\frac{2 n+1}{4 \pi}} P_{n}^{|k|}(\cos \theta) \mathrm{e}^{\mathrm{i} k \varphi} \tag{2.11}
\end{equation*}
$$

where the associated Legendre functions $P_{n}^{k}:[-1,1] \rightarrow \mathbb{R}$ and the Legendre polynomials $P_{n}:[-1,1] \rightarrow \mathbb{R}$ are given by

$$
\begin{aligned}
P_{n}^{k}(x) & :=\left(\frac{(n-k)!}{(n+k)!}\right)^{1 / 2}\left(1-x^{2}\right)^{k / 2} \frac{\mathrm{~d}^{k}}{\mathrm{~d} x^{k}} P_{n}^{k}(x), & n \in \mathbb{N}_{0}, k=0, \ldots, n, \\
P_{n}(x) & :=\frac{1}{2^{n} n!} \frac{\mathrm{d}^{n}}{\mathrm{~d} x^{n}}\left(x^{2}-1\right)^{n}, & n \in \mathbb{N}_{0} .
\end{aligned}
$$



Figure 2.3: An iteration step of the nonlinear CG method on the sphere $\mathbb{S}^{2}$.

In spherical coordinates the usual surface measure reads as $\mathrm{d} \mu_{\mathbb{S}^{2}}(\boldsymbol{x})=\sin \theta \mathrm{d} \theta \mathrm{d} \varphi$ and the spherical harmonics obey the orthogonality relation

$$
\int_{\mathbb{S}^{2}} Y_{n}^{k}(\boldsymbol{x}) \overline{Y_{m}^{l}(\boldsymbol{x})} \mathrm{d} \mu_{\mathbb{S}^{2}}(\boldsymbol{x})=\int_{0}^{2 \pi} \int_{0}^{\pi} Y_{n}^{k}(\theta, \phi) \overline{Y_{m}^{l}(\theta, \phi)} \sin \theta \mathrm{d} \theta \mathrm{~d} \varphi=\delta_{k, l} \delta_{n, m} .
$$

Moreover, the spherical harmonics form an orthonormal basis of the space of all square integrable functions $L_{2}\left(\mathbb{S}^{2}\right):=\left\{f: \mathbb{S}^{2} \rightarrow \mathbb{C}: \int_{\mathbb{S}^{2}}|f(\boldsymbol{x})|^{2} \mathrm{~d} \mu_{\mathbb{S}^{2}}(\boldsymbol{x})<\infty\right\}$. Hence, every $f \in L_{2}\left(\mathbb{S}^{2}\right)$ has an unique expansion in spherical harmonics

$$
f=\sum_{n=0}^{\infty} \sum_{k=-n}^{n} \hat{f}_{n}^{k} Y_{n}^{k} .
$$

We say that $f$ is a spherical polynomial of degree at most $N$ if $\hat{f}_{n}^{k}=0, n>N$, and we denote by $\Pi_{N}\left(\mathbb{S}^{2}\right)$ the space of all spherical polynomials of degree at most $N$. We remark that the dimension of $\Pi_{N}\left(\mathbb{S}^{2}\right)$ is $d_{N}:=(N+1)^{2}$.

The evaluation of a spherical polynomial

$$
f=\sum_{n=0}^{N} \sum_{k=-n}^{n} \hat{f}_{n}^{k} Y_{n}^{k} \in \Pi_{N}\left(\mathbb{S}^{2}\right)
$$

on a sampling set $\mathcal{X}_{M}=\left\{\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{M}\right\} \subset \mathbb{S}^{2}$ can be expressed by a matrix-vector multiplication

$$
\boldsymbol{f}=\boldsymbol{Y}^{N} \hat{\boldsymbol{f}}
$$

where $\boldsymbol{Y}^{N}$ is the nonequispaced spherical Fourier matrix

$$
\boldsymbol{Y}^{N}:=\left(Y_{k}^{n}\left(\boldsymbol{x}_{i}\right)\right)_{i=1, \ldots, M ; n=0, \ldots, N,|k| \leq n} \in \mathbb{C}^{M \times d_{N}}
$$

$\boldsymbol{f}$ is the vector of the sampling values

$$
\boldsymbol{f}=\left(f\left(\boldsymbol{x}_{1}\right), \ldots, f\left(\boldsymbol{x}_{M}\right)\right)^{\top} \in \mathbb{C}^{M}
$$

and $\hat{\boldsymbol{f}}$ is the vector of spherical Fourier coefficients

$$
\hat{\boldsymbol{f}}:=\left(\hat{f}_{n}^{k}\right)_{n=0, \ldots, N,|k| \leq n} \in \mathbb{C}^{d_{N}}
$$

Recently, fast approximate algorithms for the matrix times vector multiplication with the nonequispaced spherical Fourier matrix $\boldsymbol{Y}^{N}$ and its adjoint $\overline{\boldsymbol{Y}}^{\top}$ have been proposed in [19, 18]. The arithmetic complexity for the so called fast spherical Fourier transform and its adjoint is $\mathcal{O}\left(N^{2} \log ^{2} N+M \log ^{2}(1 / \epsilon)\right)$, where $\epsilon>0$ is the accuracy of the approximate algorithms. An implementation of these algorithms can be found on [15]. In the next section we use these fast algorithms for the evaluation of gradients and Hessians of spherical polynomials, as well.

## 3 Fast realization of the optimization methods

In the following we show, that we can realize each iteration step of the nonlinear CG method on the sphere $\mathbb{S}^{2}$ and the product manifold $\mathbb{S}_{M}^{2}$ with the nonequispaced spherical Fourier transform. More precisely we propose in Theorem 3.2 an efficient scheme for the computation of the spherical gradient and the Hessian of a spherical polynomial. Using this method we are able to compute in an efficient way numerical spherical $t$-designs for high polynomial degrees $t \in \mathbb{N}$.

### 3.1 Fast methods for evaluating the spherical gradient and the Hessian on $\mathbb{S}^{2}$

In the following we state that the components $f_{\theta}, f_{\varphi}$ of the spherical gradient

$$
\begin{equation*}
\nabla_{\mathbb{S}^{2}} f:=f_{\theta} \boldsymbol{e}_{\theta}+f_{\varphi} \boldsymbol{e}_{\varphi} \tag{3.1}
\end{equation*}
$$

and the components $f_{\theta, \theta}, f_{\varphi, \varphi}, f_{\varphi, \theta}=f_{\theta, \varphi}$ of the Hessian

$$
\mathrm{H}_{\mathbb{S}^{2}} f:=\left(\begin{array}{ll}
f_{\theta, \theta} & f_{\theta, \varphi}  \tag{3.2}\\
f_{\varphi, \theta} & f_{\varphi, \varphi}
\end{array}\right)
$$

of a spherical polynomial $f$ are spherical polynomials up to factors of $\sin \theta$ and $\cos \theta$. This allows us to utilize the nonequispaced fast spherical Fourier transforms for evaluating the spherical gradient and the Hessian on many points simultaneously.

Lemma 3.1. Let $f \in \Pi_{N}\left(\mathbb{S}^{2}\right)$ be a spherical polynomial with spherical Fourier coefficient vector $\hat{\boldsymbol{f}}:=\left(\hat{f}_{n}^{k}\right) \in \mathbb{C}^{d_{N}}$. Then the components of the spherical gradient $\nabla_{\mathbb{S}^{2}} f$, cf. (3.1), are expressed for $\boldsymbol{x}(\theta, \varphi) \in \mathbb{S}^{2} \backslash\left\{ \pm \boldsymbol{e}_{z}\right\}$ by

$$
f_{\theta}(\boldsymbol{x}(\theta, \varphi)):=\frac{1}{\sin \theta} \sum_{n=0}^{N+1} \sum_{k=-n}^{n}\left(\hat{f}_{\theta}\right)_{n}^{k} Y_{n}^{k}(\theta, \varphi), \quad f_{\varphi}(\boldsymbol{x}(\theta, \varphi)):=\frac{1}{\sin \theta} \sum_{n=0}^{N} \sum_{k=-n}^{n}\left(\hat{f}_{\varphi}\right)_{n}^{k} Y_{n}^{k}(\theta, \varphi)
$$

with spherical Fourier-like coefficients

$$
\begin{equation*}
\left(\hat{f}_{\theta}\right)_{n}^{k}:=(n-1) \sqrt{\frac{n^{2}-k^{2}}{(2 n-1)(2 n+1)}} \hat{f}_{n-1}^{k}-(n+2) \sqrt{\frac{(n+1)^{2}-k^{2}}{(2 n+3)(2 n+1)}} \hat{f}_{n+1}^{k} \tag{3.3}
\end{equation*}
$$

where $\hat{f}_{N+2}^{k}=\hat{f}_{N+1}^{k}=\hat{f}_{-1}^{k}=0$ and spherical Fourier-like coefficients

$$
\begin{equation*}
\left(\hat{f}_{\varphi}\right)_{n}^{k}:=\mathrm{i} k \hat{f}_{n}^{k} \tag{3.4}
\end{equation*}
$$

Proof. The above assertion results from the representation (2.4) of the spherical gradient $\nabla_{\mathbb{S}^{2}}$ in spherical coordinates and the following differential relations, cf. [27, pp. 146],

$$
\begin{align*}
\frac{\partial}{\partial \varphi} Y_{n}^{k}(\theta, \varphi) & =\mathrm{i} k Y_{n}^{k}(\theta, \varphi) \\
\sin \theta \frac{\partial}{\partial \theta} Y_{n}^{k}(\theta, \varphi) & =n \sqrt{\frac{(n+1)^{2}-k^{2}}{(2 n+1)(2 n+3)}} Y_{n+1}^{k}(\theta, \varphi)-(n+1) \sqrt{\frac{n^{2}-k^{2}}{(2 n+1)(2 n-1)}} Y_{n-1}^{k}(\theta, \varphi), \tag{3.5}
\end{align*}
$$

where for $|k|>n-1$ we have $Y_{n-1}^{k} \equiv 0$.
Using Lemma 3.1 we define the 'bidiagonal'-like matrix $\boldsymbol{D}_{\theta}^{N} \in \mathbb{C}^{d_{N+1} \times d_{N}}$ as the matrix satisfying, cf. (3.3),

$$
\begin{equation*}
\left(\boldsymbol{D}_{\theta}^{N} \hat{\boldsymbol{f}}\right)_{n}^{k}=\left(\hat{f_{\theta}}\right)_{n}^{k}, \quad n=0, \ldots, N+1, k=-n, \ldots, n \tag{3.6}
\end{equation*}
$$

and the diagonal matrix $\boldsymbol{D}_{\varphi}^{N} \in \mathbb{C}^{d_{N} \times d_{N}}$ with, cf. (3.4),

$$
\begin{equation*}
\left(\boldsymbol{D}_{\varphi}^{N} \hat{\boldsymbol{f}}\right)_{n}^{k}=\left(\hat{f}_{\varphi}\right)_{n}^{k}, \quad n=0, \ldots, N, k=-n, \ldots, n \tag{3.7}
\end{equation*}
$$

Furthermore, we introduce for the sampling points $\boldsymbol{x}_{i}:=\boldsymbol{x}\left(\theta_{i}, \varphi_{i}\right), i=1, \ldots, M$, the diagonal matrices $\boldsymbol{S}:=\operatorname{diag}\left(\sin \left(\theta_{1}\right), \ldots, \sin \left(\theta_{M}\right)\right), \boldsymbol{C}:=\operatorname{diag}\left(\cos \left(\theta_{1}\right), \ldots, \cos \left(\theta_{M}\right)\right) \in \mathbb{C}^{M \times M}$ and arrive at the following Theorem.

Theorem 3.2. For a given sampling set $\mathcal{X}_{M}:=\left\{\boldsymbol{x}\left(\theta_{1}, \varphi_{1}\right), \ldots, \boldsymbol{x}\left(\theta_{M}, \varphi_{M}\right)\right\} \subset \mathbb{S}^{2} \backslash\left\{ \pm \boldsymbol{e}_{z}\right\}$ with $\boldsymbol{x}_{i}:=\boldsymbol{x}\left(\theta_{i}, \varphi_{i}\right)$ and a spherical polynomial $f \in \Pi_{N}\left(\mathbb{S}^{2}\right)$ with corresponding spherical Fourier coefficient vector $\hat{\boldsymbol{f}} \in \mathbb{C}^{d_{N}}$ we obtain for the spherical gradient, cf. (3.1),

$$
\nabla_{\mathbb{S}^{2}} f\left(\boldsymbol{x}_{i}\right)=f_{\theta_{i}} \boldsymbol{e}_{\theta}\left(\boldsymbol{x}_{i}\right)+f_{\varphi_{i}} \boldsymbol{e}_{\varphi}\left(\boldsymbol{x}_{i}\right)
$$

the evaluation by

$$
\begin{aligned}
\boldsymbol{f}_{\theta} & :=\left(f_{\theta_{i}}\right)_{i=1, \ldots, M} \\
\boldsymbol{f}_{\varphi} & :=\left(f_{\varphi_{i}}\right)_{i=1, \ldots, M}
\end{aligned} \boldsymbol{S}^{-1} \boldsymbol{Y}^{N+1} \boldsymbol{D}_{\theta}^{N} \hat{\boldsymbol{f}}, \boldsymbol{Y}^{N} \boldsymbol{D}_{\varphi}^{N} \hat{\boldsymbol{f}}, ~ l
$$

and similar for the components of the Hessian, cf (3.2),

$$
\mathrm{H}_{\mathbb{S}^{2}} f\left(\boldsymbol{x}_{i}\right)=\left(\begin{array}{cc}
f_{\theta_{i}, \theta_{i}} & f_{\theta_{i}, \varphi_{i}} \\
f_{\varphi_{i},}, \theta_{i} & f_{\varphi_{i}, \varphi_{i}}
\end{array}\right),
$$

the representation

$$
\begin{aligned}
\boldsymbol{f}_{\theta, \theta} & =\left(f_{\theta_{i}, \theta_{i}}\right)_{i=1, \ldots, M}=\boldsymbol{S}^{-2}\left(\boldsymbol{Y}^{N+2} \boldsymbol{D}_{\theta}^{N+1} \boldsymbol{D}_{\theta}^{N}-\boldsymbol{C} \boldsymbol{Y}^{N+1} \boldsymbol{D}_{\theta}^{N}\right) \hat{\boldsymbol{f}}, \\
\boldsymbol{f}_{\varphi, \varphi} & =\left(f_{\varphi_{i}, \varphi_{i}}\right)_{i=1, \ldots, M}=\boldsymbol{S}^{-2}\left(\boldsymbol{Y}^{N} \boldsymbol{D}_{\varphi}^{N} \boldsymbol{D}_{\varphi}^{N}+\boldsymbol{C} \boldsymbol{Y}^{N+1} \boldsymbol{D}_{\theta}^{N}\right) \hat{\boldsymbol{f}}, \\
\boldsymbol{f}_{\varphi, \theta} & =\left(f_{\varphi_{i}, \theta_{i}}\right)_{i=1, \ldots, M}=\boldsymbol{S}^{-2}\left(\boldsymbol{Y}^{N+1} \boldsymbol{D}_{\varphi}^{N+1} \boldsymbol{D}_{\theta}^{N}-\boldsymbol{C} \boldsymbol{Y}^{N} \boldsymbol{D}_{\varphi}^{N}\right) \hat{\boldsymbol{f}}
\end{aligned}
$$

with $f_{\varphi_{i}, \theta_{i}}=f_{\theta_{i}, \varphi_{i}}, i=1, \ldots, M$. Furthermore all evaluations of the sampling vectors $\boldsymbol{f}_{\theta}, \boldsymbol{f}_{\varphi}$, $\boldsymbol{f}_{\theta, \theta}, \boldsymbol{f}_{\varphi, \varphi}, \boldsymbol{f}_{\varphi, \theta} \in \mathbb{C}^{M}$ are performed by means of the nonequispaced fast spherical Fourier transform in $\mathcal{O}\left(N^{2} \log ^{2} N+M \log ^{2}(1 / \epsilon)\right)$ arithmetic operations.

Proof. The formulae for the components $\boldsymbol{f}_{\theta}, \boldsymbol{f}_{\varphi}$ follow immediately from Lemma 3.1 and the definitions (3.6), (3.7) of the matrices $\boldsymbol{D}_{\theta}^{N}, \boldsymbol{D}_{\varphi}^{N}, \boldsymbol{S}$ and $\boldsymbol{C}$. Furthermore, the representation of the Hessian cf. (2.5),

$$
\sin ^{2} \theta \mathrm{H}_{\mathbb{S}^{2}}=\left(\sin \theta \frac{\partial}{\partial \theta}, \frac{\partial}{\partial \varphi}\right)^{\top}\left(\sin \theta \frac{\partial}{\partial \theta}, \frac{\partial}{\partial \varphi}\right)+\cos \theta\left(\begin{array}{cc}
-\sin \theta \frac{\partial}{\partial \theta} & -\frac{\partial}{\partial \varphi} \\
-\frac{\partial}{\partial \varphi} & \sin \theta \frac{\partial}{\partial \theta}
\end{array}\right) .
$$

yields together with (3.5) the remaining formulae. The complexity assertion follows from the observation that the matrix-vector multiplication of the matrices $\boldsymbol{D}_{\theta}^{N}, \boldsymbol{D}_{\varphi}^{N}, \boldsymbol{S}$ and $\boldsymbol{C}$ need $\mathcal{O}\left(N^{2}+M\right)$ and of the matrix $\boldsymbol{Y}^{N}$ needs $\mathcal{O}\left(N^{2} \log ^{2} N+M \log ^{2}(1 / \epsilon)\right)$ arithmetic operations, respectively.

Remark 3.3. We note that the problem of finding the global maximum of a real-valued spherical polynomial $f \in \Pi_{N}\left(\mathbb{S}^{2}\right)$ on the sphere $\mathbb{S}^{2}$ appears in a variety of applications. Usually one starts with one initial guess $\boldsymbol{x}_{0} \in \mathbb{S}^{2}$ of an optimum $\boldsymbol{x}_{*} \in \mathbb{S}^{2}$ and uses an optimization algorithm like Newton's method. Unfortunately, $\boldsymbol{x}_{0}$ should be near to $\boldsymbol{x}_{*}$. With the proposed methods in Theorem 3.2 we are able to optimize simultaneously over many initial guesses with almost the same arithmetic complexity. Using a sufficiently dense and uniform distributed sampling set $\mathcal{X}_{M}:=\left\{\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{M}\right\}$ of such starting points increases notably the chance of finding a global maximum. Numerical results will presented elsewhere.

### 3.2 Fast optimization for spherical $t$-designs

The concept of spherical $t$-designs was introduced by Delsarte, Goethals and Seidel [5] in 1977. There a spherical $t$-design on $\mathbb{S}^{2}$ is defined as a finite set $\mathcal{X}_{M}=\left\{\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{M}\right\} \subset \mathbb{S}^{2}$ satisfying

$$
\int_{\mathbb{S}^{2}} f(\boldsymbol{x}) \mathrm{d} \mu_{\mathbb{S}^{2}}(\boldsymbol{x})=\frac{4 \pi}{M} \sum_{i=1}^{M} f\left(\boldsymbol{x}_{i}\right), \quad \text { for all } f \in \Pi_{t}\left(\mathbb{S}^{2}\right)
$$

In the following we exploit the equivalent characterization used by Sloan and Womersley in [23],

$$
\begin{equation*}
A_{t}(\overrightarrow{\boldsymbol{x}}):=A_{t}\left(\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{M}\right):=\frac{1}{M^{2}} \sum_{n=1}^{t} \sum_{k=-n}^{n}\left|\sum_{i=1}^{M} Y_{n}^{k}\left(\boldsymbol{x}_{i}\right)\right|^{2}=0 . \tag{3.8}
\end{equation*}
$$

This function $A_{t}$ can be seen as the squared integration error for the set $\mathcal{X}_{M}$ to be a spherical $t$-design. Since $A_{t} \geq 0$, the problem of finding a $t$-design $\mathcal{X}_{M}$ reduces to finding a minimum of $A_{t}$. We aim to apply the Newton and CG methods on Riemannian manifolds proposed in Section 2.3 to the function $A_{t}: \mathbb{S}_{M}^{2} \rightarrow \mathbb{R}$. For that reason we present fast algorithms for the evaluation of $A_{t}$, the gradient $\nabla_{\mathbb{S}_{M}^{2}} A_{t}$ and the matrix-vector multiplication with the Hessian $\mathrm{H}_{\mathbb{S}_{M}^{2}} A_{t}$.
The following Theorem provides us with a first taste for the use of fast nonequispaced spherical Fourier transforms.

Theorem 3.4. For a given point $\overrightarrow{\boldsymbol{x}}:=\left(\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{M}\right) \in \mathbb{S}_{M}^{2}$ the evaluation of $A_{t}(\overrightarrow{\boldsymbol{x}}), t \in \mathbb{N}$ takes $\mathcal{O}\left(t^{2} \log ^{2} t+M \log ^{2}(1 / \epsilon)\right)$ arithmetic operations, where $\epsilon$ is a prescribed accuracy.

Proof. By definition (3.8) we have to compute

$$
A_{t}(\overrightarrow{\boldsymbol{x}})=\frac{1}{M^{2}}\left(\overline{\boldsymbol{r}}^{\top} \boldsymbol{r}-\left|r_{0}^{0}\right|^{2}\right)
$$

with the residual vector

$$
r:=\left(r_{n}^{k}\right)_{n=0, \ldots, t ;|k| \leq n}, \quad r_{n}^{k}:=\left(\sum_{i=1}^{M} Y_{n}^{k}\left(\boldsymbol{x}_{i}\right)\right) .
$$

We compute the conjugate vector $\overline{\boldsymbol{r}}$ in $\mathcal{O}\left(t^{2} \log ^{2} t+M \log ^{2}(1 / \epsilon)\right)$ arithmetic operations by a fast multiplication with the adjoint nonequispaced spherical Fourier matrix due to

$$
\overline{\boldsymbol{r}}={\overline{\boldsymbol{Y}^{\boldsymbol{t}}}}^{\top} \boldsymbol{e}
$$

where we use the vector $\boldsymbol{e}:=(1, \ldots, 1)^{\top} \in \mathbb{C}^{M}$, cf. Section 2.4. Since the vector $\boldsymbol{r}$ has $(t+1)^{2}$ components we compute its squared norm in $\mathcal{O}\left(t^{2}\right)$ arithmetic operations.

The next main Theorem 3.7, is derived from the following Lemmas 3.5 and 3.6.
Lemma 3.5. For $f: \mathbb{S}^{2} \rightarrow \mathbb{C}$ the spherical gradient and the Hessian of $|f|^{2}$ read as

$$
\begin{align*}
\nabla_{\mathbb{S}^{2}}|f(\boldsymbol{x})|^{2} & =2 \operatorname{Re}\left[\overline{f(\boldsymbol{x})} \nabla_{\mathbb{S}^{2}} f(\boldsymbol{x})\right]  \tag{3.9}\\
\mathrm{H}_{\mathbb{S}^{2}}|f(\boldsymbol{x})|^{2} & =2 \operatorname{Re}\left[\overline{f(\boldsymbol{x})} \mathrm{H}_{\mathbb{S}^{2}} f(\boldsymbol{x})+\nabla_{\mathbb{S}^{2}} f(\boldsymbol{x}) \nabla_{\mathbb{S}^{2}}^{\top} \overline{f(\boldsymbol{x})}\right] \tag{3.10}
\end{align*}
$$

Proof. Let $\boldsymbol{x}:=\boldsymbol{x}(\theta, \varphi)$ be given in spherical coordinates, then we have by the product rule the relations

$$
\begin{align*}
\frac{\partial}{\partial \theta}|f(\boldsymbol{x})|^{2} & =\frac{\partial}{\partial \theta}(\overline{f(\boldsymbol{x})} f(\boldsymbol{x}))=\overline{f(\boldsymbol{x})} \frac{\partial}{\partial \theta} f(\boldsymbol{x})+f(\boldsymbol{x}) \frac{\partial}{\partial \theta} \overline{f(\boldsymbol{x})} \\
& =2 \operatorname{Re}\left[\overline{f(\boldsymbol{x})} \frac{\partial}{\partial \theta} f(\boldsymbol{x})\right],  \tag{3.11}\\
\frac{\partial^{2}}{\partial \theta \partial \varphi}|f(\boldsymbol{x})|^{2} & =\frac{\partial}{\partial \theta}\left(\overline{f(\boldsymbol{x})} \frac{\partial}{\partial \varphi} f(\boldsymbol{x})+f(\boldsymbol{x}) \frac{\partial}{\partial \varphi} \overline{f(\boldsymbol{x})}\right) \\
& =2 \operatorname{Re}\left[\overline{f(\boldsymbol{x})} \frac{\partial^{2}}{\partial \theta \partial \varphi} f(\boldsymbol{x})+\frac{\partial}{\partial \theta} \overline{f(\boldsymbol{x})} \cdot \frac{\partial}{\partial \varphi} f(\boldsymbol{x})\right], \tag{3.12}
\end{align*}
$$

and obtain similarly

$$
\begin{align*}
\frac{\partial}{\partial \varphi}|f(\boldsymbol{x})|^{2} & =2 \operatorname{Re}\left[\overline{f(\boldsymbol{x})} \frac{\partial}{\partial \varphi} f(\boldsymbol{x})\right]  \tag{3.13}\\
\frac{\partial^{2}}{\partial \theta^{2}}|f(\boldsymbol{x})|^{2} & =2 \operatorname{Re}\left[\overline{f(\boldsymbol{x})} \frac{\partial^{2}}{\partial \theta^{2}} f(\boldsymbol{x})+\frac{\partial}{\partial \theta} \overline{f(\boldsymbol{x})} \cdot \frac{\partial}{\partial \theta} f(\boldsymbol{x})\right]  \tag{3.14}\\
\frac{\partial^{2}}{\partial \varphi^{2}}|f(\boldsymbol{x})|^{2} & =2 \operatorname{Re}\left[\overline{f(\boldsymbol{x})} \frac{\partial^{2}}{\partial \varphi^{2}} f(\boldsymbol{x})+\frac{\partial}{\partial \varphi} \overline{f(\boldsymbol{x})} \cdot \frac{\partial}{\partial \varphi} f(\boldsymbol{x})\right] \tag{3.15}
\end{align*}
$$

We obtain with the representation (2.4) of the spherical gradient and the relation (3.11) and (3.12) the assertion (3.9). Using (2.5) and (3.13) - (3.15) we infer

$$
\mathrm{H}_{\mathbb{S}^{2}}|f(\boldsymbol{x})|^{2}=2 \operatorname{Re}\left[\overline{f(\boldsymbol{x})} \mathrm{H}_{\mathbb{S}^{2}} f(\boldsymbol{x})+\left(\begin{array}{cc}
\frac{\partial}{\partial \theta} \overline{f(\boldsymbol{x})} \cdot \frac{\partial}{\partial \theta} f(\boldsymbol{x}) & \frac{\partial}{\partial \theta} \overline{f(\boldsymbol{x})} \cdot \frac{1}{\sin \theta} \frac{\partial}{\partial \varphi} f(\boldsymbol{x}) \\
\frac{1}{\sin \theta} \frac{\partial}{\partial \varphi} \overline{f(\boldsymbol{x})} \cdot \frac{\partial}{\partial \theta} f(\boldsymbol{x}) & \frac{1}{\sin \theta} \frac{\partial}{\partial \varphi} \overline{f(\boldsymbol{x})} \cdot \frac{1}{\sin \theta} \frac{\partial}{\partial \varphi} f(\boldsymbol{x})
\end{array}\right)\right]
$$

and arrive finally at (3.10).
Lemma 3.6. For the point $\overrightarrow{\boldsymbol{x}}:=\left(\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{M}\right) \in \mathbb{S}_{M}^{2}$ the gradient $\nabla_{\mathbb{S}_{M}^{2}}$ is expressed by

$$
\begin{equation*}
\nabla_{\mathbb{S}_{M}^{2}} A_{t}(\overrightarrow{\boldsymbol{x}})=\frac{2}{M^{2}} \operatorname{Re}\left[\left(\nabla_{\mathbb{S}^{2}}^{\top} p\left(\boldsymbol{x}_{1}\right), \ldots, \nabla_{\mathbb{S}^{2}}^{\top} p\left(\boldsymbol{x}_{M}\right)\right)^{\top}\right] \tag{3.16}
\end{equation*}
$$

and the Hessian $\mathrm{H}_{\mathbb{S}_{M}^{2}}$ of $A_{t}: \mathbb{S}_{M}^{2} \rightarrow \mathbb{R}$ is represented by

$$
\begin{align*}
\mathrm{H}_{\mathbb{S}_{M}^{2}} A_{t}(\overrightarrow{\boldsymbol{x}}) & =\frac{2}{M^{2}} \operatorname{Re}\left[\left(\begin{array}{ccc}
\mathrm{H}_{\mathbb{S}^{2}} p\left(\boldsymbol{x}_{1}\right) & & \mathbf{0} \\
& \ddots & \\
\mathbf{0} & & \mathrm{H}_{\mathbb{S}^{2}} p\left(\boldsymbol{x}_{M}\right)
\end{array}\right)\right. \\
& \left.+\sum_{n=1}^{t} \sum_{k=-n}^{n}\left(\begin{array}{c}
\nabla_{\mathbb{S}^{2}} Y_{n}^{k}\left(\boldsymbol{x}_{1}\right) \\
\vdots \\
\nabla_{\mathbb{S}^{2}} Y_{n}^{k}\left(\boldsymbol{x}_{M}\right)
\end{array}\right)\left(\nabla_{\mathbb{S}^{2}}^{\top} \overline{Y_{n}^{k}\left(\boldsymbol{x}_{1}\right)}, \ldots, \nabla_{\mathbb{S}^{2}}^{\top} \overline{Y_{n}^{k}\left(\boldsymbol{x}_{M}\right)}\right)\right] \tag{3.17}
\end{align*}
$$

where the spherical polynomial

$$
p(\boldsymbol{y}):=\sum_{n=1}^{t} \sum_{k=-n}^{n} \hat{p}_{n}^{k} Y_{n}^{k}(\boldsymbol{y}) \in \Pi_{t}\left(\mathbb{S}^{2}\right)
$$

is defined by its spherical Fourier coefficients

$$
\begin{equation*}
\hat{p}_{n}^{k}:=\sum_{i=1}^{M} \overline{Y_{n}^{k}\left(\boldsymbol{x}_{i}\right)}, \quad n=1, \ldots, t, k=-n, \ldots, n \tag{3.18}
\end{equation*}
$$

Proof. Form equation (2.7) we know that the gradient of $A_{t}$ is

$$
\begin{equation*}
\nabla_{\mathbb{S}_{M}^{2}} A_{t}(\overrightarrow{\boldsymbol{x}})=\left(\nabla_{\mathbb{S}^{2}}^{1} A_{t}(\overrightarrow{\boldsymbol{x}}), \ldots, \nabla_{\mathbb{S}^{2}}^{M} A_{t}(\boldsymbol{x})\right) \tag{3.19}
\end{equation*}
$$

With (3.8) and the linearity of $\nabla_{\mathbb{S}^{2}}^{l}$ we infer

$$
\nabla_{\mathbb{S}^{2}}^{l} A_{t}(\overrightarrow{\boldsymbol{x}})=\frac{1}{M^{2}} \sum_{n=1}^{t} \sum_{k=-n}^{n} \nabla_{\mathbb{S}^{2}}^{l}\left|\sum_{i=1}^{M} Y_{n}^{k}\left(\boldsymbol{x}_{i}\right)\right|^{2}
$$

Hence, using (3.9) from Lemma 3.5 we obtain for $n=1, \ldots, t, k=-n, \ldots, n$, the relation

$$
\begin{equation*}
\nabla_{\mathbb{S}^{2}}^{l}\left|\sum_{i=1}^{M} Y_{n}^{k}\left(\boldsymbol{x}_{i}\right)\right|^{2}=2 \operatorname{Re}\left[\left(\sum_{i=1}^{M} \overline{Y_{n}^{k}\left(\boldsymbol{x}_{i}\right)}\right) \nabla_{\mathbb{S}^{2}} Y_{n}^{k}\left(\boldsymbol{x}_{l}\right)\right] \tag{3.20}
\end{equation*}
$$

and the first assertion (3.16) follows by definition of $p$ and (3.19). For building up the Hessian $\mathrm{H}_{\mathbb{S}_{M}^{2}} A_{t}$ we need the expressions for $\mathrm{H}_{\mathbb{S}^{2}}^{l} A_{t}$ and $\nabla_{\mathbb{S}^{2}}^{l} \nabla_{\mathbb{S}^{2}}{ }^{\top} A_{t}, l, m=1, \ldots, M, l \neq m$, cf. (2.8). From (3.20) we arrive at

$$
\begin{aligned}
\nabla_{\mathbb{S}^{2}}^{l} \nabla_{\mathbb{S}^{2}}^{m}\left|\sum_{i=1}^{M} Y_{n}^{k}\left(\boldsymbol{x}_{i}\right)\right|^{2} & =2 \operatorname{Re}\left[\nabla_{\mathbb{S}^{2}}^{l}\left(\sum_{i=1}^{M} \overline{Y_{n}^{k}\left(\boldsymbol{x}_{i}\right)}\right) \nabla_{\mathbb{S}^{2}}^{\top} Y_{n}^{k}\left(\boldsymbol{x}_{m}\right)\right] \\
& =2 \operatorname{Re}\left[\nabla_{\mathbb{S}^{2}} \overline{Y_{n}^{k}\left(\boldsymbol{x}_{l}\right)} \nabla_{\mathbb{S}^{2}}^{\top} Y_{n}^{k}\left(\boldsymbol{x}_{m}\right)\right],
\end{aligned}
$$

which yields by definition (3.8) of $A_{t}$ the equation

$$
\nabla_{\mathbb{S}^{2}}^{l} \nabla_{\mathbb{S}^{2}}^{m} A_{t}(\overrightarrow{\boldsymbol{x}})=\frac{2}{M^{2}} \operatorname{Re}\left[\sum_{n=1}^{t} \sum_{k=-n}^{n} \nabla_{\mathbb{S}^{2}} \overline{Y_{n}^{k}\left(\boldsymbol{x}_{l}\right)} \nabla_{\mathbb{S}^{2}}{ }^{\top} Y_{n}^{k}\left(\boldsymbol{x}_{m}\right)\right] .
$$

From (3.10) of Lemma 3.5 we obtain

$$
\mathrm{H}_{\mathbb{S}^{2}}^{l}\left|\sum_{i=1}^{M} Y_{n}^{k}\left(\boldsymbol{x}_{i}\right)\right|^{2}=2 \operatorname{Re}\left[\left(\sum_{i=1}^{M} \overline{Y_{n}^{k}\left(\boldsymbol{x}_{i}\right)}\right) \mathrm{H}_{\mathbb{S}^{2}} Y_{n}^{k}\left(\boldsymbol{x}_{l}\right)+\nabla_{\mathbb{S}^{2}} \overline{Y_{n}^{k}\left(\boldsymbol{x}_{l}\right)} \nabla_{\mathbb{S}^{2}}{ }^{\top} Y_{n}^{k}\left(\boldsymbol{x}_{l}\right)\right]
$$

and after summing up we conclude by definition of $p$ again

$$
\mathrm{H}_{\mathbb{S}^{2}}^{l} A_{t}(\overrightarrow{\boldsymbol{x}})=\frac{2}{M^{2}} \operatorname{Re}\left[\mathrm{H}_{\mathbb{S}^{2}} p\left(\boldsymbol{x}_{l}\right)+\sum_{n=1}^{t} \sum_{k=-n}^{n} \nabla_{\mathbb{S}^{2}} \overline{Y_{n}^{k}\left(\boldsymbol{x}_{l}\right)} \nabla_{\mathbb{S}^{2}}{ }^{\top} Y_{n}^{k}\left(\boldsymbol{x}_{l}\right)\right] .
$$

Thus, the Hessian of $A_{t}(\overrightarrow{\boldsymbol{x}})$ reads as stated in (3.17).
Theorem 3.7. For a given point $\overrightarrow{\boldsymbol{x}}:=\left(\boldsymbol{x}\left(\theta_{1}, \varphi_{1}\right), \ldots, \boldsymbol{x}_{M}\left(\theta_{M}, \varphi_{M}\right)\right) \in \mathbb{S}_{M}^{2}$ and a polynomial degree $t \in \mathbb{N}$ the calculation of the gradient $\nabla_{\mathbb{S}_{M}^{2}} A_{t}(\boldsymbol{x})$ and multiplication of the Hessian $\mathrm{H}_{\mathbb{S}_{M}^{2}} A_{t}(\overrightarrow{\boldsymbol{x}})$ with a tangent vector $\boldsymbol{v}:=\left(\boldsymbol{v}_{1}^{\top}, \ldots, \boldsymbol{v}_{M}^{\top}\right)^{\top} \in \mathbb{R}^{2 M}$, cf. (2.9), takes $\mathcal{O}\left(t^{2} \log ^{2} t+\right.$ $\left.M \log ^{2}(1 / \epsilon)\right)$ arithmetic operations, where $\epsilon$ is a prescribed accuracy.

Proof. In order to compute the components of the spherical gradient $\nabla_{\mathbb{S}_{M}^{2}} A_{t}\left(\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{M}\right)$ we evaluate the spherical Fourier coefficients $\hat{p}_{n}^{k}$, cf. (3.18), $n=1, \ldots, t, k=-n, \ldots, n$, by a realization of the adjoint matrix-vector multiplication with the matrix $\boldsymbol{Y}^{t}$ in $\mathcal{O}\left(t^{2} \log ^{2} t+\right.$ $\left.M \log ^{2}(1 / \epsilon)\right)$ arithmetic operations. Due to the representation, cf. Lemma 3.6

$$
\nabla_{\mathbb{S}_{M}^{2}} A_{t}(\overrightarrow{\boldsymbol{x}})=\frac{2}{M^{2}} \operatorname{Re}\left[\left(\nabla_{\mathbb{S}^{2}}^{\top} p\left(\boldsymbol{x}_{1}\right), \ldots, \nabla_{\mathbb{S}^{2}}^{\top} p\left(\boldsymbol{x}_{M}\right)\right)^{\top}\right]
$$

we evaluate by Theorem 3.2 the components of the spherical gradient $\nabla_{\mathbb{S}^{2}} p$ on the points $\boldsymbol{x}_{i}, i=1, \ldots, M$, where we set $p_{0}^{0}:=0$. This is also performed in $\mathcal{O}\left(t^{2} \log ^{2} t+M \log ^{2}(1 / \epsilon)\right)$ arithmetic operations.

For the matrix-vector multiplication of the Hessian $H_{\mathbb{S}_{M}^{2}} A_{t}(\overrightarrow{\boldsymbol{x}})$ with the vector $\boldsymbol{v} \in \mathbb{R}^{2 M}$ we proceed as follows. At first we evaluate the Hessian $\mathrm{H}_{\mathbb{S}^{2}} p$ at the points $\boldsymbol{x}_{i}, i=1, \ldots, M$, as in the case of the gradient by means of Theorem 3.2. After that we simply multiply the obtained $2 \times 2$ matrices $\mathrm{H}_{\mathbb{S}^{2}} p\left(\boldsymbol{x}_{i}\right)$ with the corresponding components $\boldsymbol{v}_{i}, i=1, \ldots, M$ of the vector $\boldsymbol{v}$. This yields the multiplication of the vector $\boldsymbol{v}$ with the first summand of the Hessian $\mathrm{H}_{\mathbb{S}_{M}^{2}} A_{t}(\overrightarrow{\boldsymbol{x}})$, cf. (3.17). For the second summand we define the spherical Fourier coefficients

$$
\hat{v}_{n}^{k}:=\sum_{i=1}^{M} \nabla_{\mathbb{S}^{2}}^{\top} \overline{Y_{n}^{k}\left(\boldsymbol{x}_{i}\right)} \boldsymbol{v}_{i}=\left(\nabla_{\mathbb{S}^{2}}^{\top} \overline{Y_{n}^{k}\left(\boldsymbol{x}_{1}\right)}, \ldots, \nabla_{\mathbb{S}^{2}}^{\top} \overline{Y_{n}^{k}\left(\boldsymbol{x}_{M}\right)}\right) \boldsymbol{v}, \quad n=1, \ldots, t, k=-n, \ldots, n
$$

which is performed by the adjoint transform for evaluating $M$ points of the spherical gradient of a spherical polynomial of degree $t$, cf. Theorem 3.2. After this intermediate step we define the spherical polynomial

$$
V:=\sum_{n=1}^{t} \sum_{n=-k}^{k} \hat{v}_{n}^{k} Y_{n}^{k}
$$

and compute the spherical gradients $\nabla_{\mathbb{S}^{2}} V$ at the points $\boldsymbol{x}_{i}, i=1, \ldots, M$. Thus, the $i$-th component of the vector

$$
\sum_{n=1}^{t} \sum_{k=-n}^{n}\left(\begin{array}{c}
\nabla_{\mathbb{S}^{2}} Y_{n}^{k}\left(\boldsymbol{x}_{1}\right) \\
\vdots \\
\nabla_{\mathbb{S}^{2}} Y_{n}^{k}\left(\boldsymbol{x}_{M}\right)
\end{array}\right)\left(\nabla_{\mathbb{S}^{2}}^{\top} \overline{Y_{n}^{k}\left(\boldsymbol{x}_{1}\right)}, \ldots, \nabla_{\mathbb{S}^{2}}^{\top} \overline{Y_{n}^{k}\left(\boldsymbol{x}_{M}\right)}\right) \boldsymbol{v}
$$

is computed by a nonequispaced spherical Fourier transform, cf. Theorem 3.2,

$$
\nabla_{\mathbb{S}^{2}} V\left(\boldsymbol{x}_{i}\right)=\sum_{n=1}^{t} \sum_{k=-n}^{n} \hat{v}_{n}^{k} \nabla_{S^{2}} Y_{n}^{k}\left(\boldsymbol{x}_{i}\right)
$$

All in all the multiplication $\mathrm{H}_{\mathbb{S}_{M}^{2}} A_{t}(\overrightarrow{\boldsymbol{x}}) \boldsymbol{v}$ is done in $\mathcal{O}\left(t^{2} \log ^{2} t+M \log ^{2}(1 / \epsilon)\right)$ arithmetic operations.

Remark 3.8. In the numerical Section 4 we also consider the approximate Hessian

$$
\tilde{\mathrm{H}}_{\mathbb{S}_{M}^{2}} A_{t}(\overrightarrow{\boldsymbol{x}}):=\frac{2}{M^{2}} \operatorname{Re}\left[\sum_{n=1}^{t} \sum_{k=-n}^{n}\left(\begin{array}{c}
\nabla_{\mathbb{S}^{2}} Y_{n}^{k}\left(\boldsymbol{x}_{1}\right)  \tag{3.21}\\
\vdots \\
\nabla_{\mathbb{S}^{2}} Y_{n}^{k}\left(\boldsymbol{x}_{M}\right)
\end{array}\right)\left(\nabla_{\mathbb{S}^{2}}^{\top} \overline{Y_{n}^{k}\left(\boldsymbol{x}_{1}\right)}, \ldots, \nabla_{\mathbb{S}^{2}}^{\top} \overline{Y_{n}^{k}\left(\boldsymbol{x}_{M}\right)}\right)\right]
$$

where we dropped the diagonal part in equation (3.17). This approximation is motivated as follows. We consider the function $A_{t}(\overrightarrow{\boldsymbol{x}})$ as residual of the vector-valued function $\boldsymbol{A}_{t}: \mathbb{S}_{M}^{2} \rightarrow$ $\mathbb{C}^{(t+1)^{2}-1}$ with components $\left(\boldsymbol{A}_{t}\right)_{n}^{k}:=\sum_{i=1}^{M} Y_{n}^{k}\left(\boldsymbol{x}_{i}\right), n=1, \ldots, t, k=-n, \ldots, n$ and denote by

$$
\boldsymbol{J}(\overrightarrow{\boldsymbol{x}}):=\left(\nabla_{\mathbb{S}^{2}}^{\top} Y_{n}^{k}\left(\boldsymbol{x}_{1}\right) \quad \ldots \quad \nabla_{\mathbb{S}^{2}}^{\top} Y_{n}^{k}\left(\boldsymbol{x}_{M}\right)\right)_{n=1, \ldots, t ; k=-n, \ldots, n}
$$

its Jacobian. Then we have the following expressions

$$
\left.\begin{array}{rl}
\tilde{\mathrm{H}}_{\mathbb{S}_{M}^{2}} A_{t}(\overrightarrow{\boldsymbol{x}}) & =\frac{2}{M^{2}} \operatorname{Re}\left[\overrightarrow{\boldsymbol{J}(\overrightarrow{\boldsymbol{x}})}^{\top} \boldsymbol{J}(\overrightarrow{\boldsymbol{x}})\right] \\
\nabla_{\mathbb{S}_{M}^{2}} A_{t}(\overrightarrow{\boldsymbol{x}}) & =\frac{2}{M^{2}} \operatorname{Re}[\overrightarrow{\boldsymbol{J}(\overrightarrow{\boldsymbol{x}})}
\end{array}{ }^{\top} \boldsymbol{A}_{t}\right] .
$$

Hence, the Newton step with the approximate Hessian $\tilde{\mathrm{H}}_{\mathbb{S}_{M}^{2}} A_{t}$ solves a normal equation as known from the Gauss-Newton algorithm.

Note that the evaluation of this approximation is more stable than for the Hessian $\mathrm{H}_{\mathbb{S}_{M}^{2}} A_{t}$, see Figure 4.1. We further remark that from this simplification one also gains an improvement in speed, since less nonequispaced spherical Fourier transforms are necessary, cf. Theorem 3.7.

It is well known that Newton's method is very sensitive to initial distributions, which might cause some stability problems. Hence, we also consider a stabilized version, like a variant of the Levenberg-Marquardt algorithm, see Algorithm 2. There the Hessian $\mathrm{H}_{\mathbb{S}_{M}^{2}} A_{t}\left(\boldsymbol{x}_{l}\right)$ is replaced by the matrix $\mathrm{H}_{\mathbb{S}_{M}^{2}} A_{t}\left(\boldsymbol{x}_{l}\right)+\left\|\boldsymbol{g}_{l}\right\|_{2} \boldsymbol{I}$. In addition we determine in each iteration step $l$ the step length $\alpha_{l}$. To this end, we solve (2.10) by a one dimensional Newton method and obtain Algorithm 1. In order to avoid the inversion of the Hessian $\mathrm{H}_{\mathbb{S}_{M}^{2}} A_{t}\left(\boldsymbol{x}_{l}\right)$ or $\mathrm{H}_{\mathbb{S}_{M}^{2}} A_{t}\left(\boldsymbol{x}_{l}\right)+\left\|\boldsymbol{g}_{l}\right\|_{2} \boldsymbol{I}$ we consider also the nonlinear CG method for computing spherical $t$-designs. This method is described in Algorithm 3, where we use the line search Algorithm 1, as well. From Theorem 3.7 we conclude that every iteration step of the CG method, cf. Algorithm 3, requires only $\mathcal{O}\left(t^{2} \log ^{2} t+M \log ^{2}(1 / \epsilon)\right)$ arithmetic operations.

```
Algorithm 1 Linesearch \(A_{t}\) : Line search for \(A_{t}\) on \(\mathbb{S}_{M}^{2}\)
    Input: starting point \(\overrightarrow{\boldsymbol{x}}:=\left(\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{M}\right) \in \mathbb{S}_{M}^{2}\), descent direction \(\boldsymbol{d} \in \mathrm{T}_{\overrightarrow{\boldsymbol{x}}} \mathbb{S}_{M}^{2}\), accuracy
    \(\varepsilon>0\), limit of iterations \(L_{\max } \in \mathbb{N}\)
    initialize \(l:=0, \boldsymbol{g}_{0}:=\nabla_{\mathbb{S}_{M}^{2}} A_{t}(\overrightarrow{\boldsymbol{x}}) \in \mathrm{T}_{\overrightarrow{\boldsymbol{x}}} \mathbb{S}_{M}^{2}, \alpha_{0}:=-\frac{\left\langle\boldsymbol{g}_{0}, \boldsymbol{d}\right\rangle}{\left\langle\boldsymbol{d}, \mathrm{H}_{\mathbb{S}_{M}^{2}} A_{t}(\overrightarrow{\boldsymbol{x}}) \boldsymbol{d}\right\rangle}\)
    while \(l<L_{\text {max }}\) do
        \(\overrightarrow{\boldsymbol{x}}_{l+1}:=\exp _{\overrightarrow{\boldsymbol{x}}}\left(\alpha_{l} \boldsymbol{d}\right) \quad \in \mathbb{S}_{M}^{2}\)
        if \(A_{t}\left(\overrightarrow{\boldsymbol{x}}_{l+1}\right)>A_{t}(\overrightarrow{\boldsymbol{x}})\) then
            \(\alpha_{l+1}:=\alpha_{l} / 2\) (back-tracking)
        else
            \(\boldsymbol{d}_{l+1}:=\boldsymbol{P}_{\exp _{\vec{x}}\left(\alpha_{l} \boldsymbol{d}\right)}(\boldsymbol{d}) \quad \in \mathrm{T}_{\overrightarrow{\boldsymbol{x}}_{l+1}} \mathbb{S}_{M}^{2}\)
            \(\boldsymbol{g}_{l+1}:=\nabla_{\mathbb{S}_{M}^{2}} A_{t}\left(\overrightarrow{\boldsymbol{x}}_{l+1}\right) \quad \in \mathrm{T}_{\overrightarrow{\boldsymbol{x}}_{l+1}} \mathbb{S}_{M}^{2}\)
            if \(\varepsilon<\frac{\left|\left\langle\boldsymbol{g}_{l+1}, \boldsymbol{d}_{l+1}\right\rangle\right|}{\left\|\boldsymbol{d}_{l+1}\right\|_{2}\left\|\boldsymbol{g}_{l+1}\right\|_{2}}\) then
                break
            end if
            \(\alpha_{l+1}:=\alpha_{l}-\frac{\left\langle\boldsymbol{g}_{l+1}, \boldsymbol{d}_{l+1}\right\rangle}{\left\langle\mathrm{H}_{\mathbb{S}_{M}^{2}} A_{t}\left(\overrightarrow{\boldsymbol{x}}_{l+1}\right) \boldsymbol{d}_{l+1}, \boldsymbol{d}_{l+1}\right\rangle}\)
        end if
        \(l:=l+1\)
    end while
```

    Output: step length \(\alpha_{l-1}\)
    
## 4 Numerical results

In this section, we present same numerical examples which show the suitability of the proposed optimization algorithms for computing numerically spherical $t$-designs. At first we compare

```
Algorithm 2 Newton-like methods on \(\mathbb{S}_{M}^{2}\) for computing spherical \(t\)-designs
    Input: initial distribution \(\overrightarrow{\boldsymbol{x}}:=\left(\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{M}\right) \in \mathbb{S}_{M}^{2}\), accuracy \(\varepsilon>0\), limit of iterations
    \(L_{\text {max }} \in \mathbb{N}\)
    initialize \(l:=0, \overrightarrow{\boldsymbol{x}}_{0}:=\overrightarrow{\boldsymbol{x}}, \boldsymbol{g}_{0}:=\nabla_{\mathbb{S}_{M}^{2}} A_{t}\left(\overrightarrow{\boldsymbol{x}}_{0}\right) \in \mathrm{T}_{\overrightarrow{\boldsymbol{x}}_{0}} \mathbb{S}_{M}^{2}\)
    while \(\varepsilon<\left\|\boldsymbol{g}_{l}\right\|_{2}\) and \(l<L_{\text {max }}\) do
        \(\boldsymbol{d}_{l}:= \begin{cases}-\left[\mathrm{H}_{\mathbb{S}_{M}^{2}} A_{t}\left(\overrightarrow{\boldsymbol{x}}_{l}\right)\right]^{-1} \boldsymbol{g}_{l} & \in \mathrm{~T}_{\overrightarrow{\boldsymbol{x}}_{l}} \mathbb{S}_{M}^{2} \quad \text { (Newton) } \\ -\left[\mathrm{H}_{\mathbb{S}_{M}^{2}} A_{t}\left(\overrightarrow{\boldsymbol{x}}_{l}\right)+\left\|\boldsymbol{g}_{l}\right\|_{2} \boldsymbol{I}\right]^{-1} \boldsymbol{g}_{l} & \in \mathrm{~T}_{\overrightarrow{\boldsymbol{x}}_{l}} \mathbb{S}_{M}^{2} \text { (Levenberg-Marquardt) } \\ -\left[\tilde{\mathrm{H}}_{\mathbb{S}_{M}^{2}} A_{t}\left(\overrightarrow{\boldsymbol{x}}_{l}\right)\right]^{-1} \boldsymbol{g}_{l} & \in \mathrm{~T}_{\overrightarrow{\boldsymbol{x}}_{l}} \mathbb{S}_{M}^{2} \quad \text { (Gauss-Newton) }\end{cases}\)
        if \(\left\langle\boldsymbol{d}_{l}, \boldsymbol{g}_{l}\right\rangle \geq 0\) then
            \(\boldsymbol{d}_{l}:=-\boldsymbol{g}_{l}\) (enforce descent direction)
        end if
        compute step length \(\alpha_{l}:=\) Linesearch \(_{A_{t}}\left(\overrightarrow{\boldsymbol{x}}_{l}, \boldsymbol{d}_{l}\right)\), cf. Algorithm 1
        \(\overrightarrow{\boldsymbol{x}}_{l+1}:=\exp _{\overrightarrow{\boldsymbol{x}}_{l}}\left(\alpha_{l} \boldsymbol{d}_{l}\right) \quad \in \mathbb{S}_{M}^{2}\)
        \(\boldsymbol{g}_{l+1}:=\nabla_{\mathbb{S}_{M}^{2}} A_{t}\left(\overrightarrow{\boldsymbol{x}}_{l}\right) \quad \in \mathrm{T}_{\overrightarrow{\boldsymbol{x}}_{l}} \mathbb{S}_{M}^{2}\)
        \(l:=l+1\)
    end while
```

Output: numerical spherical $t$-design $\overrightarrow{\boldsymbol{x}}_{l} \in \mathbb{S}_{M}^{2}$

```
Algorithm 3 Method of conjugate gradients on \(\mathbb{S}_{M}^{2}\) for computing spherical \(t\)-designs
    Input: initial distribution \(\overrightarrow{\boldsymbol{x}}:=\left(\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{M}\right) \in \mathbb{S}_{M}^{2}\), accuracy \(\varepsilon>0\), limit of iterations
    \(L_{\text {max }} \in \mathbb{N}\), restart interval \(r \in N\)
    initialize \(l:=0, \overrightarrow{\boldsymbol{x}}_{0}:=\overrightarrow{\boldsymbol{x}}, \boldsymbol{g}_{0}:=\nabla_{\mathbb{S}_{M}^{2}} A_{t}\left(\overrightarrow{\boldsymbol{x}}_{0}\right) \in \mathrm{T}_{\overrightarrow{\boldsymbol{x}}_{0}} \mathbb{S}_{M}^{2}, \boldsymbol{d}_{0}:=-\boldsymbol{g}_{0}\)
    while \(\varepsilon<\left\|\boldsymbol{g}_{l}\right\|_{2}\) and \(l<L_{\text {max }}\) do
        compute step length \(\alpha_{l}:=\) Linesearch \(_{A_{t}}\left(\overrightarrow{\boldsymbol{x}}_{l}, \boldsymbol{d}_{l}\right)\), cf. Algorithm 1
        \(\overrightarrow{\boldsymbol{x}}_{l+1}:=\exp _{\overrightarrow{\boldsymbol{x}}_{l}}\left(\alpha_{l} \boldsymbol{d}_{l}\right) \quad \in \mathbb{S}_{M}^{2}\)
        if \(l+1 \equiv 0 \bmod r\) then
            \(\boldsymbol{d}_{l+1}:=-\boldsymbol{g}_{l+1}\)
        else
                \(\tilde{\boldsymbol{d}}_{l}:=\boldsymbol{P}_{\exp _{\vec{x}_{l}}\left(\alpha_{l} \boldsymbol{d}_{l}\right)}\left(\boldsymbol{d}_{l}\right) \in \mathrm{T}_{\overrightarrow{\boldsymbol{x}}_{l+1}} \mathbb{S}_{M}^{2}\)
                \(\boldsymbol{g}_{l+1}:=\nabla_{\mathbb{S}_{M}^{2}} A_{t}\left(\overrightarrow{\boldsymbol{x}}_{l}\right) \quad \in \mathrm{T}_{\overrightarrow{\boldsymbol{x}}_{l}} \mathbb{S}_{M}^{2}\)
                \(\beta_{l}:=\max \left\{0, \frac{\left\langle\boldsymbol{g}_{l+1}, \mathrm{H}_{\mathrm{s}_{M}^{2}} A_{t}\left(\overrightarrow{\boldsymbol{x}}_{l+1}\right) \tilde{\boldsymbol{d}}_{l}\right\rangle}{\left\langle\mathrm{H}_{\mathrm{s}_{M}^{2}} A_{t}\left(\vec{x}_{l+1}\right) \vec{d}_{l}, \boldsymbol{d}_{l}\right\rangle}\right\}\)
                \(\boldsymbol{d}_{l+1}:=-\boldsymbol{g}_{l+1}+\beta_{l} \tilde{\boldsymbol{d}}_{l}\)
        end if
        \(l:=l+1\)
    end while
Output: numerical spherical \(t\)-design \(\overrightarrow{\boldsymbol{x}}_{l} \in \mathbb{S}_{M}^{2}\)
```

the Algorithms 2 and 3 in Example 4.1. Besides the performance of the algorithms we stress the issue of stability. The numerical results indicate that evaluating the Hessian $\mathrm{H}_{\mathbb{S}_{M}^{2}} A_{t}$ as suggested in Lemma 3.6 and Lemma 3.1 is relatively unstable. The second Example 4.2 is based on the fast evaluation of the matrix times vector multiplication with the more stable evaluation of the matrix $\tilde{\mathrm{H}}_{\mathbb{S}_{M}^{2}} A_{t}$. There we show the performance of the nonlinear CG method for high polynomial degrees $t$.

In the following examples, we consider two different initial distributions for the proposed methods. The first one is a realization of a random uniform distribution on the sphere $\mathbb{S}^{2}$, whereas the second one is a relatively uniform distribution given by the Fibonacci spiral on the sphere with $M$ points given by $\boldsymbol{x}\left(\theta_{n}, \varphi_{n}\right), n:=1, \ldots, M$, with

$$
\begin{equation*}
\theta_{n}:=\arccos \left(\frac{2 n-(M+1)}{M}\right), \quad \varphi_{n}:=\pi(2 n-(M+1)) \phi^{-1} \tag{4.1}
\end{equation*}
$$

where $\phi=\frac{1+\sqrt{5}}{2}$ is the golden ratio, cf. [25]. We rotate these spiral points by a random rotation in order to avoid points on the poles. Other good candidates for relatively uniform distributed points are for example proposed in $[22,7,9]$, which behave similarly as initial distribution for computing spherical $t$-designs.

The Algorithms 2 and 3 are implemented in Matlab R2010a. We used the FFTW 3.2.2 [8] and the NFFT 3.1.3 [15] libraries written in C. The mex-interface of the nfft-library [17] to Matlab was used for performing the nonequispaced fast spherical Fourier transforms. The methods where tested on an Intel Core i7 CPU 920 processor with 12 GB memory and a standard 64 Bit Linux. Throughout our experiments we applied the NFFT routines with precomputed Kaiser-Bessel functions and an oversampling factor of two and a cutoff parameter $m=9$. For the NFSFT routines we used the threshold $\kappa=1000$ for the stabilization. In the Algorithms $1-3$ we set the accuracy to $\varepsilon=1 \mathrm{e}-13$. We denote the Algorithm 2 using the matrix $\mathrm{H}_{\mathbb{S}_{M}^{2}} A_{t}\left(\overrightarrow{\boldsymbol{x}}_{l}\right)$ and $\mathrm{H}_{\mathbb{S}_{M}^{2}} A_{t}\left(\overrightarrow{\boldsymbol{x}}_{l}\right)+\left\|\boldsymbol{g}_{l}\right\|_{2} \boldsymbol{I}$ by 'Newton' and 'Levenberg-Marquardt', respectively. The 'Gauss-Newton' algorithm with the approximate Hessian $\tilde{\mathrm{H}}_{S_{M}^{2}}$ behaves similar. Hence we omit the numerical results for this method. The occurring matrices are computed by the fast spherical Fourier transforms, see Lemma 3.6, in $\mathcal{O}\left(M t^{2} \log ^{2} t+M^{2} \log ^{2}(1 / \epsilon)\right)$ arithmetic operations and the corresponding linear systems are solved by Matlab's standard solver. Further we denote by 'CG with $\mathrm{H}_{\mathbb{S}_{M}^{2}} A_{t}$ ' the Algorithm 3 using the matrix $\mathrm{H}_{\mathbb{S}_{M}^{2}} A_{t}$ and by 'CG with $\tilde{\mathrm{H}}_{\mathbb{S}_{M}^{2}} A_{t}$ ' the Algorithm 3 using the matrix $\tilde{\mathrm{H}}_{\mathbb{S}_{M}^{2}} A_{t}$ in Algorithm 3 and in Algorithm 1. The maximum number of iterations $L_{\max }$ for the line search, Algorithm 1, is 20 with an exception for the conjugate gradient method with the approximated Hessian $\tilde{\mathrm{H}}_{\mathbb{S}_{M}^{2}} A_{t}$ of (3.21) where only one iteration is performed.

Example 4.1. Here we consider the computation of spherical 10-designs. For this problem size all proposed algorithms are applicable, and we obtain the results of Table 4.1. We observe a relative high number of iterations for the Newton-like methods, since quadratically convergence is only achieved in very small neighborhood of a stationary point. There the Newton method degenerates to a steepest descent algorithm. Furthermore, the computed spherical $t$-designs of all methods leads to integration errors $\sqrt{A_{t}}$ of comparable magnitude. We remark that Hardin and Sloane found a spherical 10-design with $M=60$ points, see $[13,14]$. After several attempts with random initial guesses we where also able to compute various spherical $t$-designs $\overrightarrow{\boldsymbol{x}}_{*} \in \mathbb{S}_{60}^{2}$ with integration error $\sqrt{A_{10}\left(\overrightarrow{\boldsymbol{x}}_{*}\right)}<1.0 \mathrm{e}-14$.

Furthermore, we want to address the issue of stability for the proposed methods. Therefor we use the fact that the function $A_{t}$, its gradient $\nabla_{\mathbb{S}_{M}^{2}} A_{t}$ and its Hessian $\mathrm{H}_{\mathbb{S}_{M}^{2}} A_{t}$ are rotational
invariant. For instance we know

$$
A_{t}\left(\boldsymbol{R} \boldsymbol{x}_{1}, \ldots, \boldsymbol{R} \boldsymbol{x}_{M}\right)=A_{t}\left(\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{M}\right),
$$

where $\boldsymbol{R} \in \mathbb{R}^{3 \times 3}$ is an arbitrary rotation matrix, i.e., $\operatorname{det} \boldsymbol{R}=1, \boldsymbol{R}^{\top} \boldsymbol{R}=\boldsymbol{I}$. For simplicity we use the abbreviation

$$
\boldsymbol{R} \overrightarrow{\boldsymbol{x}}:=\left(\boldsymbol{R} \boldsymbol{x}_{1}, \ldots, \boldsymbol{R} \boldsymbol{x}_{M}\right)
$$

Using the rotational invariance property we compare the stability of the CG method with the Hessian matrix $\mathrm{H}_{\mathbb{S}_{M}^{2}} A_{t}$ and its approximation $\tilde{\mathrm{H}}_{\mathbb{S}_{M}^{2}} A_{t}$, cf. (3.21), as follows. Let the initial distribution $\overrightarrow{\boldsymbol{x}}:=\left(\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{M}\right)$ and a rotation matrix $\boldsymbol{R} \in \mathbb{R}^{3 \times 3}$ be given. If we denote with the subscript $l \in \mathbb{N}$ the $l$-th iterated in Algorithm 3 we obtain a simple measure for the stability by the error

$$
S(\boldsymbol{R}, l):=\mathrm{d}_{\mathbb{S}_{M}^{2}}\left(\boldsymbol{R} \overrightarrow{\boldsymbol{x}}_{l},(\boldsymbol{R} \overrightarrow{\boldsymbol{x}})_{l}\right)
$$

since in exact arithmetic this distance is zero. For a random rotation matrix $\boldsymbol{R}$ and the random initial distribution $\overrightarrow{\boldsymbol{x}}$ with $M=60$ points of Table 4.1 we obtain the results shown in Figure 4.1. One recognizes that the conjugate gradient method with the approximated Hessian $\tilde{\mathrm{H}}_{\mathbb{S}_{M}^{2}}$ is more stable than the same algorithm with the Hessian $\mathrm{H}_{\mathbb{S}_{M}^{2}}$, whereas the results in Table 4.1 are comparable. Similar results are obtained for the Newton-like methods, if we replace the Hessian $\mathrm{H}_{\mathbb{S}_{M}^{2}}$ by the approximated Hessian $\tilde{\mathrm{H}}_{\mathbb{S}_{M}^{2}}$.

| $M$ | method | $\sqrt{A_{10}\left(\overrightarrow{\boldsymbol{x}_{l}}\right)}$ | $\left\\|\nabla_{\mathbb{S}_{M}^{2}} A_{10}\left(\overrightarrow{\boldsymbol{x}}_{l}\right)\right\\|_{2}$ | iteration $l$ | time |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 60 | Newton | $2.8 \mathrm{e}-4$ | $3.6 \mathrm{e}-14$ | 458 | 4 min |
|  | Levenberg-Marquardt | $9.4 \mathrm{e}-4$ | $2.0 \mathrm{e}-14$ | 56 | 31 s |
|  | CG with $\mathrm{H}_{\mathbb{S}_{M}^{2}} A_{t}$ | $4.9 \mathrm{e}-4$ | $2.1 \mathrm{e}-10$ | 2000 | 107 s |
|  | CG with $\tilde{\mathrm{H}}_{\mathbb{S}_{M}^{2}} A_{t}$ | $4.5 \mathrm{e}-4$ | $1.0 \mathrm{e}-13$ | 1808 | 5 s |
| 60 | Newton | $1.6 \mathrm{e}-3$ | $1.2 \mathrm{e}-5$ | 2000 | 18 min |
|  | Levenberg-Marquardt | $4.4 \mathrm{e}-4$ | $1.8 \mathrm{e}-15$ | 19 | 10 s |
|  | CG with $\mathrm{H}_{\mathbb{S}_{M}^{2}} A_{t}$ | $5.5 \mathrm{e}-5$ | $1.9 \mathrm{e}-12$ | 2000 | 100 s |
|  | CG with $\tilde{\mathrm{H}}_{\mathbb{S}_{M}^{2}} A_{t}$ | $5.5 \mathrm{e}-5$ | $1.0 \mathrm{e}-13$ | 1710 | 5 s |
| 62 | Newton | $3.9 \mathrm{e}-3$ | $1.7 \mathrm{e}-5$ | 2000 | 18 min |
|  | Levenberg-Marquardt | $2.1 \mathrm{e}-15$ | $1.3 \mathrm{e}-15$ | 69 | 40 s |
|  | CG with $\mathrm{H}_{\mathbb{S}_{M}^{2}} A_{t}$ | $1.1 \mathrm{e}-8$ | $9.3 \mathrm{e}-10$ | 2000 | 86 s |
|  | CG with $\tilde{\mathrm{H}}_{\mathbb{S}_{M}^{2}} A_{t}$ | $6.4 \mathrm{e}-8$ | $3.4 \mathrm{e}-9$ | 2000 | 6 s |
|  | Newton | $1.7 \mathrm{e}-3$ | $1.3 \mathrm{e}-5$ | 2000 | 18 min |
|  | Levenberg-Marquardt | $2.2 \mathrm{e}-15$ | $1.3 \mathrm{e}-15$ | 54 | 30 s |
|  | CG with $\mathrm{H}_{\mathbb{S}_{M}^{2}} A_{t}$ | $1.5 \mathrm{e}-12$ | $8.2 \mathrm{e}-14$ | 1033 | 82 s |
|  | CG with $\tilde{\mathrm{H}}_{\mathbb{S}_{M}^{2}} A_{t}$ | $1.1 \mathrm{e}-12$ | $9.4 \mathrm{e}-14$ | 1170 | 3 s |

Table 4.1: Numerical results for computing spherical 10-designs from random and spiral initial distributions $\overrightarrow{\boldsymbol{x}}$ with $M$ points. The maximum number of iterations $L_{\max }$ is set to 2000.


Figure 4.1: Comparison of the error $S(\boldsymbol{R}, l)$ for CG methods with the Hessian $\mathrm{H}_{\mathbb{S}_{M}^{2}} A_{t}$ and its approximation $\tilde{\mathrm{H}}_{\mathbb{S}_{M}^{2}} A_{t}$.

Example 4.2. From Example 4.1 we conclude that the most efficient and stable algorithm seams to be the CG method with the approximated Hessian $\tilde{\mathrm{H}}_{\mathbb{S}_{M}^{2}} A_{t}$. Hence, it is used for the following examples. There, we consider the performance of this algorithm with respect to $M$, the number of points we spend for achieving a spherical $t$-design. For comparison we introduce the oversampling factor

$$
\sigma\left(\mathcal{X}_{M}, t\right):=\frac{2 M-3}{(t+1)^{2}-1} \approx \frac{2 M}{t^{2}}
$$

of a spherical $t$-design $\mathcal{X}_{M} \subset \mathbb{S}^{2}$. This factor is determined by the ratio of the degrees of freedom for choosing the $M$ points on the sphere $\mathbb{S}^{2}$ up to rotational symmetry, and the number of spherical harmonics $Y_{n}^{k}$ we want to integrate exactly by the average over the sampling values. Hence it can be seen as a measure for how far the given spherical $t$-design is a way from a putatively minimal spherical $t$-design, with $M \approx \frac{t^{2}}{2}$ points, i.e., $\sigma\left(\mathcal{X}_{M}, t\right) \approx 1$. This quantity is similar to the efficiency of arbitrary quadrature rules on the sphere introduced by McLaren, cf. [20]. The numerical results indicate that it is much easier to find numerical spherical $t$-designs with a little bit more oversampling, say $\sigma\left(\mathcal{X}_{M}\right) \geq 1.05$. We present the results in Table 4.2 and observe that a random distribution seams to be a better initial distribution than the relatively uniform distributed points from the Fibonacci spiral for higher polynomial degrees $t$. In Figure 4.2 the computed 100-designs for a random and the spiral distribution are illustrated.

In summary we are able to compute numerical spherical $t$-designs for high polynomial degrees $t$. The computed spherical $t$-designs are available from [10].
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