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#### Abstract

We study the Cauchy singular integral operator $S w I$ on $(-1,1)$, where $|w|$ is a generalized Jacobi weight. This operator is considered in pairs of weighted spaces of continuous functions, where the weights $u$ and $v$ are generalized Jacobi weights with nonnegative exponents such that $|w|=u / v$. We introduce a certain polynomial approximation space which is well appropriated to serve as domain of definition of SwI. A description of this space in terms of smoothness properties shows that it can be viewed as a limit case of weighted Besov spaces of continuous functions. We use our results to characterize those of the operators $a w I+S b w I$ and $\varrho^{-1}(a w \varrho I+b S w \varrho I), \varrho^{-1} \in b^{-1} \Pi$, which act in certain pairs of Ditzian-Totik type Besov spaces.


## 1 Introduction

In many mathematical models the Cauchy singular integral operator $S$ appears. It is wellknown that $S$ is bounded in Hölder-Zygmund spaces of functions defined on a closed (and sufficiently smooth) curve (see [15], Chapter $2, \S 6$, and [17], Section 6.25). But in the present paper we treat the case of an open curve in which one has to be careful with the behaviour of $S f$ at the endpoints of the curve. For the sake of simplicity we consider the interval $(-1,1)$, i.e., $S f$ is defined by

$$
(S f)(x)=\int_{-1}^{1} \frac{f(t)}{t-x} d t:=\lim _{\varepsilon \downarrow 0}\left(\int_{-1}^{x-\varepsilon} \frac{f(t)}{t-x} d t+\int_{x+\varepsilon}^{1} \frac{f(t)}{t-x} d t\right), x \in(-1,1)
$$

If $f \in \mathbf{L}^{p}(-1,1)$ with some $p>1$, then $(S f)(x)$ exists for almost every $x \in(-1,1)$ ([15], Chapter $2, \S 2$ ). But in practice one often wants to know exactly for which points $x$ the value $(S f)(x)$ is defined. This requires knowledge about the continuity and the singularities of $f$.

A good candidate of a function space which represents the continuity points as well as the singularities of its elements is the so-called weighted space of continuous functions

$$
\mathbf{C}_{u}:=\{f: \operatorname{supp} u \rightarrow \mathbb{C} \text { such that } f u \in \mathbf{C}:=\mathbf{C}[-1,1]\},
$$

where $u:[-1,1] \rightarrow \mathbb{R}$ is a given continuous function (the weight) with a support $\operatorname{supp} u:=$ $\{x \in[-1,1]: u(x) \neq 0\}$ which is dense in $[-1,1]$. By $f u \in \mathbf{C}$ we mean that $f u$ possesses a continuous extension on $[-1,1]$ (which is also denoted by $f u$ ). This implies that the elements $f$ of $\mathbf{C}_{u}$ are continuous on $\operatorname{supp} u$ and that $f$ may have singularities in the zeros of $u$. It is clear that $\mathbf{C}_{u}$, endowed with the norm

$$
\|f\|_{u}:=\|f u\| \quad(\|g\|=\max \{|g(x)|: x \in[-1,1]\}),
$$

is a Banach space which is isometrically isomorphic to $\mathbf{C}$.
From a certain point of view, the condition $f u \in \mathbf{C}$ in the definition of $\mathbf{C}_{u}$ is too restrictive if $u$ possesses zeros inside $(-1,1)$ : Why should we consider weighted spaces which do not only depend on the absolute value of the weight $u$, but also on sign changes of $u$ ? (For example, for $u(x)=x$ and $u(x)=|x|$, we get different spaces $\mathbf{C}_{x}$ and $\mathbf{C}_{|x|}$.) For this reason, we also introduce the following weighted space of piecewise continuous functions (by piecewise continuous we mean continuous with possible exception of finitely many jumps), which makes sense if $u$ has only finitely many zeros:

$$
\begin{aligned}
& \mathbf{P C}_{u}:=\left\{\begin{aligned}
& f: \operatorname{supp} u \rightarrow \mathbb{C}: f u \text { is piecewise continuous on }[-1,1] \\
& \text { with jumps only in the zeros of } u
\end{aligned}\right\}, \text { endowed with } \\
& \|f\|_{u}:=\sup \{|(f u)(x)|: x \in \operatorname{supp} u\} .
\end{aligned}
$$

Obviously, this is a Banach space which does only depend on $|u|$.
Unfortunately, the operator $S$ is not bounded in $\mathbf{C}_{u}$ or $\mathbf{P C}_{u}$ (however we choose $u$ ). For example, in case $u \equiv 1$, the image of $f \equiv 1$ is an unbounded function:

$$
\begin{equation*}
\int_{-1}^{1} \frac{1}{t-x} d t=\ln \frac{1-x}{1+x} \tag{1.1}
\end{equation*}
$$

So we have to restrict $S$ onto a subspace of $\mathbf{C}_{u}$ to ensure that the images belong to $\mathbf{P C}{ }_{u}$. For example, in case of a power weight $u \in \mathbf{C} \cap\{u: u( \pm 1)=0\}$ (see below) with $u^{-1} \in \mathbf{L}^{1}, S$ is an endomorphism of the space of all $f$ for which $f u$ is Hölder continuous and vanishes in all zeros of $u$ ([9], Section 9.10). In the present paper we will give a much bigger subspace of $\mathbf{C}_{u}$ which may serve as domain of definition of $S$, in the sense that $S$ is a bounded operator from this space into $\mathbf{P C}_{u}$ (or $\mathbf{P C}_{\widetilde{u}}, \widetilde{u}$ some modified weight, if $u( \pm 1) \neq 0$ ). The definition and the properties of this space are given in Section 2 and the corresponding mapping properties of $S$ or, more general, $S w I$ ( $w$ : some weight) are proved in Section 3. Of course, we are not
able to deal with arbitrary weights $w$ and $u$ : We will consider so-called power weights, i.e., $w$ (or only $|w|$ ) and $u$ are weights of the form

$$
u(x)=\prod_{i=1}^{N}\left|x-x_{i}\right|^{\alpha_{i}} \text { with }-1 \leq x_{1}<\ldots<x_{N} \leq 1 \text { and } \alpha_{i} \neq 0
$$

For $N=0$ this means $u \equiv 1$ in agreement with the conventions $\prod_{i \in \emptyset} \cdot=1$ and $\sum_{i \in \emptyset} \cdot=0$. (In this sense, the weight $u \equiv 1$ is also admitted if we speak, for example, about power weights with positive exponents.) If $x_{1}=-1$ and $x_{2}=1$, then we also use the notation

$$
v^{\alpha, \beta}(x):=(1-x)^{\alpha}(1+x)^{\beta} .
$$

In case of a Jacobi weight, i.e., $w=v^{\alpha, \beta}$ with $\alpha, \beta>-1$, it is known that the operator $S w I$ maps a certain subspace of $\mathbf{C}_{u}$ (namely, the space $\mathbf{C}_{u}^{0}$ which is defined in Section 2) into $\mathbf{C}_{v}$, if $u$ and $v$ are Jacobi weights with nonnegative exponents such that

$$
w=\frac{u}{v}, \quad v^{-1} \in \mathbf{L}^{1}(-1,1), \quad \text { and }(u v)(-1)=(u v)(1)=0
$$

This deep result is proved in [12]. In the present paper we will generalize this result to the case of power weights $|w|=u / v$ (and even generalized Jacobi weights). As consequence, we will obtain criteria which ensure that operators of the type $a w I+S b w I$ and $\varrho^{-1}(a w \varrho I+b S w \varrho I)$, $\varrho^{-1} \in b^{-1} \Pi$, $\Pi$ : set of all polynomials, act between certain weighted (Ditzian-Totik type) Besov spaces of continuous functions. These spaces can be defined in terms of polynomial best approximation errors of their elements. For this reason, the approximation-theoretical definition of the space $\mathbf{C}_{u}^{0}$ from the next section will be very useful in the second part of the paper. But first we have to consider $S w I$ on $\mathbf{C}_{u}^{0}$. It turns out that this can be done with the help of a nice characterization of $\mathbf{C}_{u}^{0}$ in terms of smoothness properties of its elements.

## 2 The space $\mathrm{C}_{u}^{0}$

In all what follows, $u(x)=\prod_{i=1}^{N}\left|x-x_{i}\right|^{\alpha_{i}}$ is a fixed power weight with exponents

$$
\alpha_{i}>0 \text { for all } i=1, \ldots, N
$$

Definition 2.1 For $f \in \mathbf{C}_{u}$, we define the weighted polynomial best approximation errors

$$
E_{n}^{u}(f):=\inf _{P_{n} \in \Pi_{n}}\left\|f-P_{n}\right\|_{u}(n=0,1, \ldots), \text { where } \Pi_{n}:=\operatorname{span}\left\{x^{k}: k=0, \ldots, n-1\right\}
$$

(Especially, $E_{0}^{u}(f)=\|f\|_{u}$.) The space $\mathbf{C}_{u}^{0}$ is given by

$$
\mathbf{C}_{u}^{0}:=\left\{f \in \mathbf{C}_{u}:\|f\|_{u, 0}:=\sum_{n=0}^{\infty} \frac{E_{n}^{u}(f)}{n+1}<\infty\right\}
$$

In case $u \equiv 1$ we write shortly $E_{n}(f)$ and $\mathbf{C}^{0}$ instead of $E_{n}^{u}(f)$ and $\mathbf{C}_{u}^{0}$.
$\mathbf{C}_{u}^{0}$ is a so-called approximation space, i.e., a space of the type $A\left(X, S ;\left\{X_{n}\right\}\right)=$ $\left\{f \in X:\left\{E\left(f ; X_{n}\right)\right\} \in S\right\}\left(E\left(f ; X_{n}\right)\right.$ : best approximation errors w.r.t. to nested subspaces $X_{n}$ of a Banach space $X$; here: $X=\mathbf{C}_{u}, X_{n}=\Pi_{n}$. For $\mathbf{C}_{u}^{0}$, the sequence space $S=$ $\mathbf{l}^{1}(\{1 /(n+1)\}):=\left\{\left\{a_{n}\right\}_{n=0}^{\infty}:\left\{a_{n} /(n+1)\right\} \in \mathbf{l}^{1}\right\}$ does not fit into the classical concept of approximation spaces, in which $S=\mathbf{1}^{q}\left(\left\{(n+1)^{s-(1 / q)}\right\}\right)$ with $s>0$ and $0<q \leq \infty$ ([16]). Especially (in case of a Ditzian-Totik weight $u \in J_{\infty}^{*}$; see [7]), $\mathbf{C}_{u}^{0}$ is different from the weighted Besov spaces $\mathbf{B}_{s, 1}^{\infty}(\varphi, u)=A\left(\mathbf{C}_{u}, \mathbf{l}^{1}\left(\left\{(n+1)^{s-1}\right\}\right) ;\left\{\Pi_{n}\right\}\right)$ (see [8]), since it appears as the "limit case" $s \rightarrow 0$ of these spaces. (This is the reason for using the index 0 in the notation $\mathbf{C}_{u}^{0}$.) However, from the general theory of approximation spaces $A\left(X, S ;\left\{X_{n}\right\}\right)$ (which is well-known today; see [2], [1], [3], [4], [10]) one can conclude a lot of nice properties of the space $\mathbf{C}_{u}^{0}$. For example, the following proposition holds true. (An easy proof can be found in [12], Lemma 4.1.)

Proposition 2.2 $\mathrm{C}_{u}^{0}$ is a Banach space and the set $\Pi=\bigcup \Pi_{n}$ of all algebraic polynomials is dense in $\mathbf{C}_{u}^{0}$.

Of course, the above definition of $\mathbf{C}_{u}^{0}$ is only of theoretical interest as long as we do not have a practical criterion to check whether a function $f$ belongs to $\mathbf{C}_{u}^{0}$ or not. But it turns out that there exists a surprising and easy smoothness property which characterizes the elements of $\mathbf{C}_{u}^{0}$. The present section is devoted to this characterization.

Let us first introduce some notation: In the sequel we shall denote by $c$ positive constants that may have different values at different places. By $c \neq c(n, f, \ldots)$ we will indicate that $c$ is independent of $n, f, \ldots$. If $A$ and $B$ are two nonnegative quantities, then $A \sim B$ means that there exists some constant $c>0$, independent of the variables under consideration, such that $c^{-1} A \leq B \leq c A$.

In the proof of the following lemma we need the Schur type inequality

$$
\begin{equation*}
\left\|P_{n}\right\| \leq c n^{\gamma}\left\|P_{n}\right\|_{u}, \quad P_{n} \in \Pi_{n} \quad\left(\gamma:=\max _{i} 2^{\left[\left|x_{i}\right|\right]} \alpha_{i}, c \neq c\left(n, P_{n}\right)\right) \tag{2.1}
\end{equation*}
$$

([14], estimate (7.33)), which is also of own interest. (By $[x]$ we denote the integer part of $x$.)
Lemma 2.3 There are constants $c>0$ and $k \in \mathbb{N}(c \neq c(n, f), k \neq k(n, f))$ such that, for $f \in \mathbf{C}_{u}$ and $n \in \mathbb{N}$,

$$
\begin{aligned}
& E_{n^{k}}(f u) \leq c\left[E_{n}^{u}(f)+\frac{\|f\|_{u}}{n}\right] \quad \text { and } \\
& E_{n^{k}}^{u}(f) \leq c\left[E_{n}(f u)+\frac{\|f\|_{u}}{n}\right] \quad \text { if }(f u)\left(x_{i}\right)=0 \text { for all } i .
\end{aligned}
$$

Proof. The proof of the first assertion is left to the reader. (Use that the Hölder continuity of $u$ yields $E_{m}(u) \leq c m^{-\mu}$ and that (2.1) implies $E_{n+n^{l}-1}(f u) \leq\left\|\left(f-f_{n}\right) u\right\|+c n^{\gamma}\left\|f_{n}\right\|_{u}\left\|u-u_{n}\right\|$ for all $f_{n} \in \Pi_{n}$ and all $u_{n} \in \Pi_{n^{l}}$.)

Now, let $N>0$ (for $N=0$ we have nothing to prove), let us fix some $\xi=x_{j}$ and set $\alpha=\alpha_{j}$. Then we may consider the power weight $v(x):=u(x) /|x-\xi|^{\alpha}$. The second assertion is proved if we have shown that, with some constant $k$,

$$
\begin{equation*}
E_{n^{k}}^{u}(f) \leq c\left[E_{n}^{v}(f u / v)+\frac{\|f\|_{u}}{n}\right] \tag{2.2}
\end{equation*}
$$

Indeed, we may apply this estimate with $n^{l}$ instead of $n$ ( $l$ large enough) and for the term $E_{n^{l}}^{v}(f u / v)$ which now appears on the right hand side we use again the above estimate, but with $v$ instead of $u$ and another $x_{i}$. In this way it follows, with $w(x)=v(x) /\left|x-x_{i}\right|^{\alpha_{i}}$,

$$
E_{n^{k l}}^{u}(f) \leq c\left[E_{n}^{w}(f u / w)+\frac{\|f\|_{u}}{n}\right] .
$$

Repeating this procedure we finally get the assertion. Now we prove (2.2). Set $g(x)=$ $f(x)|x-\xi|^{\alpha}$ and define

$$
\widetilde{P}_{n}(x)=P_{n}(x)-P_{n}(\xi), \quad \text { where } \quad P_{n} \in \Pi_{n} \text { with }\left\|g-P_{n}\right\|_{v}=E_{n}^{v}(g) .
$$

Then we have $\left|P_{n}(\xi)\right|=\left|P_{n}(\xi)-g(\xi)\right|=C\left|\left(P_{n}(\xi)-g(\xi)\right) v(\xi)\right|(C=1 / v(\xi))$ and, consequently, $\left\|P_{n}(\xi) v\right\| \leq C\|v\| E_{n}^{v}(g)=c E_{n}^{v}(g)$. Hence,

$$
\left\|g-\widetilde{P}_{n}\right\|_{v} \leq c E_{n}^{v}(g) \quad \text { and } \quad \widetilde{P}_{n}(\xi)=0 .
$$

Especially, $Q_{n}(x):=(x-\xi)^{-1} \widetilde{P}_{n}(x)$ is a polynomial of degree less than $n-1$ and, by (2.1),

$$
\begin{aligned}
\left\|Q_{n}\right\| & \leq c n^{\max \{\gamma, 2\}}\left\|(.-\xi) v Q_{n}\right\|=c n^{\max \{\gamma, 2\}}\left\|\widetilde{P}_{n}\right\|_{v} \\
& \leq c n^{\max \{\gamma, 2\}}\|g\|_{v}=c n^{\max \{\gamma, 2\}}\|f\|_{u} .
\end{aligned}
$$

Moreover, we can write

$$
\widetilde{P}_{n} v=Q_{n} r u \quad \text { with } \quad r(x)=|x-\xi|^{1-\alpha} \operatorname{sign}(x-\xi) .
$$

Let us suppose, for a moment, that $\alpha<1$. Then $r$ is Hölder continuous with exponent $\mu:=1-\alpha$. Hence, $E_{n}(r) \leq c n^{-\mu}$ and this implies

$$
\begin{equation*}
E_{n}^{u}(r) \leq c n^{-\mu} . \tag{2.3}
\end{equation*}
$$

Now we choose some natural number $l$ with $l \geq(\max \{2, \gamma\}+1) / \mu$ and some $R_{n} \in \Pi_{n^{l}}$ with $\left\|r-R_{n}\right\|_{u}=E_{n^{l}}^{u}(r)$. Then it follows

$$
\begin{aligned}
E_{n^{l+1}}^{u}(f) & \leq E_{n^{l}+n-2}^{u}(f) \leq\left\|\left(f-Q_{n} R_{n}\right) u\right\| \\
& \leq\left\|\left(g-\widetilde{P}_{n}\right) v\right\|+\left\|Q_{n}\left(r-R_{n}\right) u\right\| \\
& \leq c E_{n}^{v}(g)+c \frac{n^{\max \{2, \gamma\}}\|f\|_{u}}{n^{l \mu}} \leq c E_{n}^{v}(g)+c \frac{\|f\|_{u}}{n}
\end{aligned}
$$

and (2.2) is proved in case $\alpha<1$. This implies that the lemma is proved if $\alpha_{j}<1$ for all $j$. Now we consider the case $\alpha_{j}<2$ for all $j$. Then it turns out that the proof is the same with one exception: For those $\alpha=\alpha_{j}$, for which $\alpha \in[1,2)$, the estimate (2.3) has to be proved in a different way. For this aim, we choose some $\eta<1$ such that $\alpha \in[1,1+\eta)$. Then the exponent of the weight $\varrho(x)=|x-\xi|^{\alpha-\eta}$ lies in $(0,1)$ and $r(x) \rho(x)=|x-\xi|^{1-\eta} \operatorname{sign}(x-\xi)$ is Hölder continuous with exponent $1-\eta$ and vanishes in $\xi$. Thus, we can use what we have already proved:

$$
E_{n^{k}}^{\rho}(r) \leq c\left[E_{n}(r \rho)+\frac{\|r \rho\|}{n}\right] \leq \frac{c}{n^{1-\eta}}
$$

This implies $E_{n}^{u}(r) \leq c E_{n}^{\rho}(r) \leq c n^{-\mu}$ with $\mu=(1-\eta) / k$. Similarly one can prove the lemma in case $\max \alpha_{j}<3$, then in case $\max \alpha_{j}<4$, and so on (induction).

Remark 2.4 The exact value of the constant $\gamma$ in the Schur type inequality (2.1) is not needed in the proof of Lemma 2.3. Therefore, it is worth to mention that, for bigger values of $\gamma$, (2.1) is neither surprising nor new. For example, the well-known estimate

$$
\left\|P_{n}\right\| \leq c\left\|P_{n}\right\|_{\mathbf{C}\left[-\sqrt{1-n^{-2}}, \sqrt{1-n^{-2}}\right]} \leq c n^{2 \max \{\alpha, \beta\}}\left\|v^{\alpha, \beta} P_{n}\right\|, \quad P_{n} \in \Pi_{n+1}, n \in \mathbb{N}
$$

( $\alpha, \beta \geq 0, c \neq c\left(n, P_{n}\right)$; see, e.g., [6], inequality (2.2) of Chapter 8) can be transformed onto $\left[x_{i-1}, x_{i}\right]$ which yields (2.1) with $\gamma=\max _{i} 2 \alpha_{i}$.

Corollary 2.5 The closure $\operatorname{clos}_{u} \Pi$ of the set of all polynomials in the space $\mathbf{C}_{u}$ is given by

$$
\operatorname{clos}_{u} \Pi=\left\{f \in \mathbf{C}_{u}:(f u)\left(x_{i}\right)=0 \text { for all } i\right\}
$$

Proof. In case $u \equiv 1$ this is the well-known theorem of Weierstraß. In case $u \not \equiv 1$ we can use Lemma 2.3: If $(f u)\left(x_{i}\right)=0$ for all $i$, then $E_{n^{k}}^{u}(f)$ tends to zero (since $\lim _{n \rightarrow \infty} E_{n}(f u)=0$ in view of Weierstraß' theorem), i.e., $f \in \operatorname{clos}_{u} \Pi$. On the other hand, $f \in \operatorname{clos}_{u} \Pi$ means that $f u$ is the uniform limit of weighted polynomials $g_{k}=P_{k} u\left(P_{k} \in \Pi\right)$. This implies $(f u)\left(x_{i}\right)=0$ for all $i$, since $g_{k}\left(x_{i}\right)=0$ for all $i$.

Now we are able to prove the main result of the present section, which asserts that the elements $f$ of $\mathbf{C}_{u}^{0}$ can be characterized with the help of the classical modulus of continuity of $g=f u$. We recall that this modulus is defined by

$$
\omega(g, h):=\sup _{x, y \in[-1,1],|x-y| \leq h}|g(x)-g(y)|, \quad h>0 .
$$

Theorem $2.6 f \in \mathbf{C}_{u}$ belongs to $\mathbf{C}_{u}^{0}$ if and only if

$$
\begin{equation*}
(f u)\left(x_{i}\right)=0 \text { for all } i \text { and } \int_{0}^{1} \omega(f u, h) \frac{d h}{h}<\infty . \tag{2.4}
\end{equation*}
$$

Moreover, the expression $\|f\|_{u, 0}^{*}:=\|f\|_{u}+\int_{0}^{1} \omega(f u, h) \frac{d h}{h}$ defines an equivalent norm in $\mathbf{C}_{u}^{0}$.
Proof. The proof of the norm properties of $\|\cdot\|_{u, 0}^{*}$ is left to the reader. We need the well-known equivalence

$$
\begin{equation*}
\sum_{n=1}^{\infty} \frac{E(n)}{n} \sim \sum_{j=0}^{\infty} E\left(2^{j}\right) \quad \text { for all decreasing } E:[1, \infty) \rightarrow[0, \infty) \tag{2.5}
\end{equation*}
$$

(which follows from $\sum_{n=1}^{\infty} \ldots=\sum_{j=0}^{\infty} \sum_{n=2^{j}}^{2^{j+1}-1} \ldots=\sum_{j=1}^{\infty} \sum_{n=2^{j-1}}^{2^{j}-1} \ldots$ ).
(2.5) implies

$$
\begin{aligned}
\sum_{n=1}^{\infty} \frac{E(n)}{n} & \sim E(1)+\sum_{j=1}^{\infty} E\left(2^{j}\right) \int_{2^{-j}}^{2^{-j+1}} \frac{d h}{h} \\
& \leq E(1)+\sum_{j=1}^{\infty} \int_{2^{-j}}^{2^{-j+1}} E\left(h^{-1}\right) \frac{d h}{h}=E(1)+\int_{0}^{1} E\left(h^{-1}\right) \frac{d h}{h} \quad \text { and } \\
\sum_{n=1}^{\infty} \frac{E(n)}{n} & \sim \sum_{j=0}^{\infty} E\left(2^{j}\right) \int_{2^{-j-1}}^{2^{-j}} \frac{d h}{h} \geq \sum_{j=0}^{\infty} \int_{2^{-j-1}}^{2^{-j}} E\left(h^{-1}\right) \frac{d h}{h}=\int_{0}^{1} E\left(h^{-1}\right) \frac{d h}{h}
\end{aligned}
$$

The substitution $h=t^{\theta}$ shows that the last integral can be replaced by $\int_{0}^{1} E\left(t^{-\theta}\right) \frac{d t}{t}$, where $\theta$ is an arbitrary fixed positive number. So it follows

$$
\begin{equation*}
\sum_{n=1}^{\infty} \frac{E(n)}{n} \sim E(1)+\int_{0}^{1} E\left(t^{-\theta}\right) \frac{d t}{t} \quad \text { for all decreasing } E:[1, \infty) \rightarrow[0, \infty) \tag{2.6}
\end{equation*}
$$

Now, let $k$ be an arbitrary fixed natural number and let $f \in \mathbf{C}_{u}$. If we set $\theta=1 / k$ and $E(x)=E_{\left[x^{k}\right]}^{u}(f)$, then it follows

$$
\begin{equation*}
\sum_{n=1}^{\infty} \frac{E_{n^{k}}^{u}(f)}{n} \sim E_{1}^{u}(f)+\int_{0}^{1} E_{\left[t^{-1}\right]}^{u}(f) \frac{d t}{t} \quad \text { for all } f \in \mathbf{C}_{u} \tag{2.7}
\end{equation*}
$$

The right hand side does not depend on $k$. Consequently, the space $\mathbf{C}_{u}^{0}$ does not change (in the sense of equivalent norms) if we define its norm with $E_{n^{k}}^{u}(f)$ instead of $E_{n}^{u}(f)$. Moreover, all elements $f$ of $\mathbf{C}_{u}^{0}$ satisfy $(f u)\left(x_{i}\right)=0(i=1, \ldots, N)$, since $\|f\|_{u, 0}<\infty$ implies $\inf _{n} E_{n}^{u}(f)=\lim _{n \rightarrow \infty} E_{n}^{u}(f)=0$, i.e., $f \in \operatorname{clos}_{u} \Pi$ (see Corollary 2.5). Together with Lemma 2.3 it follows

$$
\begin{equation*}
f \in \mathbf{C}_{u}^{0} \text { if and only if } f u \in \mathbf{C}^{0} \text { and }(f u)\left(x_{i}\right)=0 \text { for all } i, \tag{2.8}
\end{equation*}
$$

where the corresponding norms are equivalent. So it remains to consider the space $\mathbf{C}^{0}$, i.e., to prove the assertion for $u \equiv 1$. For this aim, let $f \in \mathbf{C}$ and $P_{n} \in \Pi_{n}$ such that $E_{n}(f)=\left\|f-P_{n}\right\|$. From Markov's inequality it follows, for all $n \in \mathbb{N}$ and all $x, t \in[-1,1]$,

$$
\begin{aligned}
|f(x)-f(t)| & \leq\left|f(x)-P_{n}(x)\right|+\left|P_{n}(x)-P_{n}(t)\right|+\left|P_{n}(t)-f(t)\right| \\
& \leq 2 E_{n}(f)+\left\|P_{n}^{\prime}\right\||x-t| \leq 2 E_{n}(f)+n^{2}\left\|P_{n}\right\||x-t| \\
& \leq 2 E_{n}(f)+2 n^{2}\|f\||x-t| .
\end{aligned}
$$

For $|x-t| \leq 1$ and $n=\left[|x-t|^{-1 / 4}\right]$ we obtain

$$
|f(x)-f(t)| \leq 2 E_{\left[|x-t|^{-1 / 4]}\right.}(f)+2\|f\||x-t|^{1 / 2} .
$$

Consequently, $\omega(f, h) \leq 2 E_{\left[h^{-1 / 4}\right]}(f)+2\|f\| h^{1 / 2}$ for all $h \in(0,1]$. Together with (2.6) (applied with $E(x)=E_{[x]}(f)$ and $\left.\theta=1 / 4\right)$ it follows

$$
\begin{equation*}
\int_{0}^{1} \omega(f, h) \frac{d h}{h} \leq 2 \int_{0}^{1} E_{\left[h^{-1 / 4}\right]}(f) \frac{d h}{h}+4\|f\| \leq c\|f\|_{0} . \tag{2.9}
\end{equation*}
$$

Thus, the integral on the left hand side is finite if $f$ belongs to $\mathbf{C}^{0}$. The counterdirection follows from (2.6) and Jackson's theorem:

$$
\begin{equation*}
\sum_{n=1}^{\infty} \frac{E_{n}(f)}{n} \leq c \sum_{n=1}^{\infty} \frac{\omega\left(f, n^{-1}\right)}{n} \sim \omega(f, 1)+\int_{0}^{1} \omega(f, h) \frac{d h}{h} . \tag{2.10}
\end{equation*}
$$

Obviously, (2.9) and (2.10) imply $\|f\|_{0} \sim\|f\|+\int_{0}^{1} \omega(f, h) \frac{d h}{h}$.

The following corollary shows that, in many cases, the approximation space $\mathbf{C}_{u}^{0}$ does not change if we approximate with weighted polynomials instead of usual polynomials.

Corollary 2.7 Let $v$ be a power weight with positive exponents and set

$$
\widetilde{\mathbf{C}}_{u}^{0}:=\left\{f \in \mathbf{C}_{u}:\|f\|_{u, 0}^{\sim}:=\sum_{n=0}^{\infty} \frac{E^{u}\left(f ;(v / u) \Pi_{n}\right)}{n+1}<\infty\right\}
$$

where $E^{u}\left(f ;(v / u) \Pi_{n}\right)=\inf _{P_{n} \in \Pi_{n}}\left\|f-(v / u) P_{n}\right\|_{u}$. Then we have

$$
\mathbf{C}_{u}^{0} \cap \cos _{u}(v / u) \Pi=\widetilde{\mathbf{C}}_{u}^{0} \cap \operatorname{clos}_{u} \Pi
$$

in the sense of equivalent norms. (Remark that, in view of Corollary 2.5, $\operatorname{clos}_{u}(v / u) \Pi=$ $\left\{f \in \mathbf{C}_{u}: f u=0\right.$ in the zeros of $\left.v\right\}$ and $\cos _{u} \Pi=\left\{f \in \mathbf{C}_{u}: f u=0\right.$ in the zeros of $\left.u\right\}$. .) Especially, $\mathbf{C}_{u}^{0}=\widetilde{\mathbf{C}}_{u}^{0}$ if $u$ and $v$ have the same zeros.

Proof. Obviously, $E^{u}\left(f ;(v / u) \Pi_{n}\right)=E_{n}^{v}(f u / v)$, i.e., $\widetilde{\mathbf{C}}_{u}^{0}=\left\{f: f u / v \in \mathbf{C}_{v}^{0}\right\}$ and $\|f\|_{u, 0}^{\sim}=$ $\|f u / v\|_{v, 0}$. Now the assertion follows from (2.8).

Remark 2.8 Theorem 2.6 says that $\mathbf{C}_{u}^{0}$ can be characterized with the help of $\mathbf{C}^{0}$ (i.e., (2.8) holds true) and that $\mathbf{C}^{0}$ is nothing else than the well-known Dini space of all functions $f \in \mathbf{C}$, those moduli of continuity are integrable w.r.t. $d h / h$. This is somewhat surprising, since usually the classical modulus $\omega(f, h)$ is not appropriated to characterize equivalently the behaviour of the errors of best approximation by algebraic polynomials. For example, the behaviour $E_{n}(f)=O\left(n^{-s}\right)(s>0$ fixed) cannot be formulated in terms of $\omega(f, h)$. But in Theorem 2.6 we do not consider such a classical order $E_{n}(f)=O\left(n^{-s}\right)$ : The condition $\sum_{n=1}^{\infty} E_{n}(f) / n<\infty$ is much weaker and does not change if we replace $E_{n}(f)$ by $E_{n^{k}}(f)$ ( $k \in \mathbb{N}$ fixed). This last fact is not given for classical behaviours, but it is used in the proof of the theorem.

At the end of this section we want to point out that the classical modulus of continuity is not the only modulus which is appropriated to characterize the elements of $\mathbf{C}_{u}^{0}$. For the sake of simplicity, we restrict ourselves to the unweighted space $\mathbf{C}^{0}$. This is justified by (2.8).

It is well-known that, for $\varphi(x)=\sqrt{1-x^{2}}$, the $\varphi$-modulus of smoothness

$$
\omega_{\varphi}^{r}(f, t)=\sup _{0<h \leq t}\left\|\Delta_{h \varphi}^{r} f\right\|_{\mathbf{L}^{\infty}\left(D\left(\Delta_{h \varphi}^{r} f\right)\right)},\left(\Delta_{h \varphi}^{r} f\right)(x)=\sum_{k=0}^{r}(-1)^{k}\binom{r}{k} f\left(x+\left(\frac{r}{2}-k\right) h \varphi(x)\right)
$$

$\left(r \in \mathbb{N}, D\left(\Delta_{h \varphi}^{r} f\right)=\left\{x \in(-1,1): x \pm \frac{r h}{2} \varphi(x) \in(-1,1)\right\}\right)$ is well appropriated to characterize the behaviour of polynomial best approximation errors. So it is not surprising that the approximation space $\mathbf{C}^{0}$ can be described in terms of $\omega_{\varphi}^{r}(f, t)$ :

$$
\begin{equation*}
\|f\|_{0} \sim\|f\|+\int_{0}^{1} \omega_{\varphi}^{r}(f, t) \frac{d t}{t} \quad \text { for all } f \in \mathbf{C} \tag{2.11}
\end{equation*}
$$

([12], Theorem 2.3). This can be viewed as a corollary of Theorem 2.6: The right side of (2.11) can be estimated by the corresponding expression with $\omega(f, t)$. This is a consequence of $\omega_{\varphi}^{r}(f, t) \leq c \omega_{\varphi}^{1}(f, t), t \leq t_{0}\left([7]\right.$, Theorem 4.1.3) and $\omega_{\varphi}^{1}(f, t) \leq \omega(f, t)$ (since $\Delta_{h \varphi}^{1} f(x) \leq$ $\omega(f, h))$. The other part of the equivalence (2.11) follows from the Jackson type theorem

$$
\begin{equation*}
E_{n}(f) \leq c \omega_{\varphi}^{r}\left(f, n^{-1}\right) \quad\left(n \geq n_{0}, c \neq c(n, f)\right) \tag{2.12}
\end{equation*}
$$

([7], Theorem 7.2.1) and (2.6). With the same arguments one can show that in (2.11) the modulus $\omega_{\varphi}^{r}(f, t)$ can be replaced by any other modulus of smoothness which satisfies a Jackson type theorem (where even $E_{n^{k}}(f), k \in \mathbb{N}$ fixed, may appear on the left hand side; see (2.7)) and which is weaker than $\omega(f, t)$.

We finish this section with a short consideration of more general weights $u$ :

Remark 2.9 If $u(x)=B(x) \prod_{i=1}^{N}\left|x-x_{i}\right|^{\alpha_{i}}\left(x_{i} \in[-1,1], \alpha_{i}>0\right)$ with some non-vanishing real-valued function $B \in \bigcap_{i} \mathbf{C}^{0}\left[x_{i-1}, x_{i}\right]$, i.e.,

$$
B=B_{0} \chi_{\left[-1, x_{1}\right)}+B_{1} \chi_{\left[x_{1}, x_{2}\right)}+\ldots+B_{N} \chi_{\left[x_{N}, 1\right]} \text { with } B_{i} \in \mathbf{C}^{0} \text { and } B_{i} \neq 0 \text { on }[-1,1],
$$

then we have (in the sense of equivalent norms)

$$
\begin{equation*}
\mathbf{C}_{u}^{0}=\mathbf{C}_{u / B}^{0}=\left\{f \in \mathbf{C}_{u}: f u \in \mathbf{C}^{0} \text { and }(f u)\left(x_{i}\right)=0 \text { for all } i\right\} . \tag{2.13}
\end{equation*}
$$

If only $u(x)=B(x) r(x)$ with some Hölder continuous function $r:[-1,1] \rightarrow \mathbb{R}$ satisfying $r(x) \geq c \prod_{i=1}^{N}\left|x-x_{i}\right|^{\alpha_{i}}(0<c \neq c(x))$ and $r\left(x_{i}\right)=0$ for all $i$, then we have at least

$$
\begin{equation*}
\mathbf{C}_{u}^{0}=\mathbf{C}_{r}^{0} \hookrightarrow\left\{f \in \mathbf{C}_{u}: f u \in \mathbf{C}^{0} \text { and }(f u)\left(x_{i}\right)=0 \text { for all } i\right\} \tag{2.14}
\end{equation*}
$$

(" $\hookrightarrow$ means continuous embedding.)
Proof. Obviously, $u=B r$ is a continuous function with zeros in the points $x_{i}$ and the set $\left\{f \in \mathbf{C}_{u}:(f u)\left(x_{i}\right)=0\right.$ for all $\left.i\right\}$ is equal to $\left\{f \in \mathbf{C}_{r}:(f u)\left(x_{i}\right)=0\right.$ for all $\left.i\right\}$. Only elements of this set can belong to $\mathbf{C}_{u}^{0}$ and $\mathbf{C}_{r}^{0}$, respectively, since $f \in \mathbf{C}_{u}^{0}\left(f \in \mathbf{C}_{r}^{0}\right)$ implies $E_{n}^{u}(f) \rightarrow 0$ $\left(E_{n}^{r}(f) \rightarrow 0\right)$ and, consequently, $(f u)\left(x_{i}\right)=0$ (see the proof of Corollary 2.5). Now, to prove $\mathbf{C}_{u}^{0}=\mathbf{C}_{r}^{0}$, it remains to show $\|f\|_{u, 0} \sim\|f\|_{r, 0}$ for all $f \in \mathbf{C}_{u}$ with $(f u)\left(x_{i}\right)=0$. But this follows from $\|f\|_{u} \sim\|f\|_{r}$ which implies $E_{n}^{u}(f) \sim E_{n}^{r}(f)$. In view of (2.8), the second identity of (2.13) holds true if we replace $f u \in \mathbf{C}^{0}$ by $f u / B \in \mathbf{C}^{0}$. If we write

$$
\begin{aligned}
\frac{f u}{B} & =\frac{f u}{B_{0}} \chi_{\left[-1, x_{1}\right)}+\frac{f u}{B_{1}} \chi_{\left[x_{1}, x_{2}\right)}+\ldots+\frac{f u}{B_{N}} \chi_{\left[x_{N}, 1\right]} \quad \text { and } \\
f u & =B_{0} \frac{f u}{B} \chi_{\left[-1, x_{1}\right)}+B_{1} \frac{f u}{B} \chi_{\left[x_{1}, x_{2}\right)}+\ldots+B_{N} \frac{f u}{B} \chi_{\left[x_{N}, 1\right]}
\end{aligned}
$$

and take into account that $\mathbf{C}^{0}$ is a Banach algebra which is inversely closed in $\mathbf{C}$ (see [3], Theorems 1 and 2, or use the characterization (2.4) of $\mathbf{C}^{0}$ together with the estimates $\omega(f g, h) \leq\|g\| \omega(f, h)+\|f\| \omega(g, h)$ and $\left.\omega\left(g^{-1}, h\right) \leq\|g\|^{-2} \omega(g, h)\right)$, then it is easy to prove that the assertions $f u / B \in \mathbf{C}^{0}$ and $f u \in \mathbf{C}^{0}$ (as well as the corresponding $\mathbf{C}^{0}$ norms) are equivalent if $(f u)\left(x_{i}\right)=0$. (Remark that $\omega\left(\chi_{i} f u / B_{i}, h\right) \leq \omega\left(f u / B_{i}, h\right)$ and $\omega\left(\chi_{i} B_{i} f u / B, h\right) \leq \omega\left(B_{i} f u / B, h\right)$.) To prove the embedding (2.14), we only have to remark that Schur's inequality (2.1) for the power weight $\prod_{i=1}^{N}\left|x-x_{i}\right|^{\alpha_{i}}$ implies the same inequality for the weight $r$. Thus, the first assertion of Lemma 2.3 can be proved with $r$ instead of a power weight. In view of (2.7), this gives $\|f r\|_{0} \leq c\|f\|_{r, 0} \sim\|f\|_{u, 0}$ for all $f \in \mathbf{C}_{u}^{0}=\mathbf{C}_{r}^{0}$ and it remains to mention that, in the same way as above, $\|f u\|_{0} \leq c\|f u / B\|_{0}=c\|f r\|_{0}$ for all $f \in \mathbf{C}_{r}^{0}$.

## 3 The operator $S w I$ on the space $\mathbf{C}_{u}^{0}$

In all what follows, $u(x)=\prod_{i=1}^{N}\left|x-x_{i}\right|^{\alpha_{i}}$ and $v(x)=\prod_{j=1}^{M}\left|x-y_{j}\right|^{\beta_{j}}$ are power weights with

$$
\begin{equation*}
\alpha_{i}>0 \text { for all } i \text { and } 0<\beta_{j}<1 \text { for all } j . \tag{3.1}
\end{equation*}
$$

(In other words: $u, v \in \mathbf{L}^{\infty}(-1,1)$ and $v^{-1} \in \mathbf{L}^{1}(-1,1)$.) Moreover, we fix a function $w: \operatorname{supp} v \rightarrow \mathbb{R}$ with $|w|=u / v$ which may change its sign in the zeros of $u$ and $v$ :

$$
\begin{equation*}
w(x)=\frac{\prod_{i=1}^{N}\left[\operatorname{sign}\left(x-x_{i}\right)\right]^{\rho_{i}}\left|x-x_{i}\right|^{\alpha_{i}}}{\prod_{j=1}^{M}\left[\operatorname{sign}\left(x-y_{j}\right)\right]^{\tau_{j}}\left|x-y_{j}\right|^{\beta_{j}}}=: \frac{w_{u}(x)}{w_{v}(x)} \quad \text { with } \quad \rho_{i}, \tau_{j} \in\{1,2\} \tag{3.2}
\end{equation*}
$$

The following theorem is the main result of the present paper. It shows that $S w I$ is a bounded linear operator from $\mathbf{C}_{u}^{0}$ into $\mathbf{C}_{v}$ (shortly, $S w I \in \mathcal{L}\left(\mathbf{C}_{u}^{0}, \mathbf{C}_{v}\right)$ ) if $u$ vanishes in all inner zeros of $v$ and in those of the points $\pm 1$ which are no zeros of $v$. In all other cases, $\mathbf{C}_{v}$ has to be replaced by some bigger space.

Theorem 3.1 Let $u$, $v$ and $w$ satisfy the above conditions. Then

$$
S w I \in \mathcal{L}\left(\mathbf{C}_{u}^{0}, \mathbf{P C}_{\widetilde{v}}\right), \text { where } \widetilde{v}(x)=\frac{v(x)}{1+(u v)(-1)|\ln (1+x)|+(u v)(1)|\ln (1-x)|}
$$

Particularly, for $f \in \mathbf{C}_{u}^{0}$, the Cauchy principle value integral $(S w f)(x)$ exists in all $x \in$ $\operatorname{supp} \tilde{v}$. In the common zeros $y$ of $f u$ and $v$ (especially, in all common zeros of $u$ and $v$ ), the limits $\lim _{x \rightarrow y}(v S w f)(x)$ are zero.

The factors $(u v)( \pm 1)$ are introduced in $\widetilde{v}$ to indicate that $\ln (1 \mp x)$ disappears if $(u v)( \pm 1)=0$. If $u v$ does not vanish in $\pm 1$, then $\widetilde{v} \neq v$ and one may ask for which functions $f \in \mathbf{C}_{u}^{0}$ the images $S w f$ belong to $\mathbf{P C}_{v}$ in spite of this. Moreover, it is of interest to know whether all of the conditions $(f u)\left(x_{i}\right)=0$ which appear in

$$
\mathbf{C}_{u}^{0}=\left\{f \in \mathbf{C}_{u}: f u \in \mathbf{C}^{0} \text { and }(f u)\left(x_{i}\right)=0 \text { for all } i\right\}
$$

(see (2.8)) are really needed in Theorem 3.1. (If not, then $\mathbf{C}_{u}^{0}$ can be replaced by a bigger space.) The following corollary completely answers these questions.

Corollary 3.2 Let $\mathbf{C}^{0}\left(w_{u}\right)=\left\{f \in \mathbf{C}\left(\operatorname{supp} w_{u}\right):\right.$ f $\left.w_{u} \in \mathbf{C}^{0}\right\}$, endowed with $\|f\|_{\mathbf{C}^{0}\left(w_{u}\right)}=$ $\left\|f w_{u}\right\|_{0}$, and define the following subspaces of $\mathbf{C}^{0}\left(w_{u}\right)$ :

$$
\begin{aligned}
& \mathbf{C}_{+}^{0}\left(w_{u}\right)=\left\{f \in \mathbf{C}^{0}\left(w_{u}\right):\left(f w_{u}\right)(1)=0\right\}, \quad \mathbf{C}_{-}^{0}\left(w_{u}\right)=\left\{f \in \mathbf{C}^{0}\left(w_{u}\right):\left(f w_{u}\right)(-1)=0\right\}, \\
& \mathbf{C}_{ \pm}^{0}\left(w_{u}\right)=\left\{f \in \mathbf{C}^{0}\left(w_{u}\right):\left(f w_{u}\right)(-1)=\left(f w_{u}\right)(1)=0\right\}
\end{aligned}
$$

Moreover, denote by $v^{+}, v^{-}$, and $v^{ \pm}$those "logarithmic" modifications of $v$ which vanish in $+1,-1$, and $\pm 1$, respectively, i.e.,

$$
\begin{aligned}
v^{+}(x) & =\frac{v(x)}{1+v(1)|\ln (1-x)|}, \quad v^{-}(x)=\frac{v(x)}{1+v(-1)|\ln (1+x)|} \\
v^{ \pm}(x) & =\frac{v(x)}{1+v(1)|\ln (1-x)|+v(-1)|\ln (1+x)|}
\end{aligned}
$$

Then $S w I \in \mathcal{L}\left(\mathbf{C}^{0}\left(w_{u}\right), \mathbf{P C}_{v^{ \pm}}\right)$, $S w I \in \mathcal{L}\left(\mathbf{C}_{+}^{0}\left(w_{u}\right), \mathbf{P C}_{v^{-}}\right), S w I \in \mathcal{L}\left(\mathbf{C}_{-}^{0}\left(w_{u}\right), \mathbf{P C}_{v^{+}}\right)$, and $S w I \in \mathcal{L}\left(\mathbf{C}_{ \pm}^{0}\left(w_{u}\right), \mathbf{P C}_{v}\right)$. Moreover, in all common zeros $y$ of $f w_{u}$ and $v\left(f \in \mathbf{C}^{0}\left(w_{u}\right)\right)$, the limits $\lim _{x \rightarrow y}(v S w f)(x)$ are zero.

Proof. This follows from the proof of Theorem 3.1. Alternatively, one also can conclude it directly from Theorem 3.1: In view of (2.8), the assertions $f \in \mathbf{C}^{0}\left(w_{u}\right), f \in \mathbf{C}_{+}^{0}\left(w_{u}\right)$, $f \in \mathbf{C}_{-}^{0}\left(w_{u}\right)$, and $f \in \mathbf{C}_{ \pm}^{0}\left(w_{u}\right)$ are equivalent to

$$
f w_{u} \in \mathbf{C}^{0}, \quad \frac{f w_{u}}{v^{1,0}} \in \mathbf{C}_{v^{1,0}}^{0}, \frac{f w_{u}}{v^{0,1}} \in \mathbf{C}_{v^{0,1}}^{0}, \text { and } \frac{f w_{u}}{v^{1,1}} \in \mathbf{C}_{v^{1,1}}^{0}, \text { respectively }
$$

(with corresponding equivalent norms). Hence, we only have to write

$$
S w f=S \frac{1}{w_{v}}\left(f w_{u}\right)=S \frac{v^{1,0}}{w_{v}}\left(\frac{f w_{u}}{v^{1,0}}\right)=S \frac{v^{0,1}}{w_{v}}\left(\frac{f w_{u}}{v^{0,1}}\right)=S \frac{v^{1,1}}{w_{v}}\left(\frac{f w_{u}}{v^{1,1}}\right)
$$

and to apply Theorem 3.1 with $1, v^{1,0}, v^{0,1}$, and $v^{1,1}$ instead of $u$.

Before we prove Theorem 3.1, we remark that the results also hold true for more general weights $w$ and $u$ (for example, for generalized Jacobi weights):

Remark 3.3 Let $w(x)=A(x) w_{1}(x) / w_{2}(x)$, where $A$, $w_{1}, w_{2}:[-1,1] \rightarrow \mathbb{R}$ belong to $\mathbf{C}^{0}$, $w_{1} \neq 0$ a.e. on $[-1,1]$ and $\left|w_{2}(x)\right|=\prod_{j=1}^{M}\left|x-y_{j}\right|^{\beta_{j}}=: v(x)$ with $y_{j} \in[-1,1], \beta_{j} \in(0,1)$.

Then the assertions of Corollary 3.2 remain true with $w_{1}$ instead of $w_{u}$. (Together with the embedding (2.14) this implies that, in case of a weight $w_{1}(x)=u(x)=B(x) r(x)$ as in Remark 2.9, the assertions of Theorem 3.1 also remain true.)

Proof. Let $f$ belong to one of the spaces $\mathbf{C}^{0}\left(w_{1}\right), \mathbf{C}_{+}^{0}\left(w_{1}\right), \mathbf{C}_{-}^{0}\left(w_{1}\right)$, or $\mathbf{C}_{ \pm}^{0}\left(w_{1}\right)$. Then $f w_{1} A$ belongs to the corresponding unweighted space $\mathbf{C}^{0}, \mathbf{C}_{+}^{0}, \mathbf{C}_{-}^{0}$, or $\mathbf{C}_{ \pm}^{0}$, where $\left\|f w_{1} A\right\|_{0} \leq$ $c\|f\|_{\mathbf{C}^{0}\left(w_{1}\right)}$ (since $\mathbf{C}^{0}$ is a Banach algebra; see the proof of Remark 2.9). If we write $S w f=$ $S w_{2}^{-1}\left(f w_{1} A\right)$, then the assertion follows from Corollary 3.2, applied with 1 instead of $w_{u}$.

Now we come to the proof of Theorem 3.1. First we mention that, in view of the characterization (2.13) and the equality $S w f=S w_{v}^{-1}\left(f w_{u}\right)$, it is clear that we have to deal with $S w_{v}^{-1} I$ on the unweighted space $\mathbf{C}^{0}$ (or subspaces of it). For this, we use the following decomposition of $S w_{v}^{-1} f$ :

$$
\begin{equation*}
\left(S w_{v}^{-1} f\right)(x)=\int_{-1}^{1} \frac{f(t)-f(x)}{t-x} w_{v}^{-1}(t) d t+f(x) \int_{-1}^{1} \frac{w_{v}^{-1}(t)}{t-x} d t \tag{3.3}
\end{equation*}
$$

We will see that the first addend has better properties than the second one:
Lemma $3.4 S w_{v}^{-1} I-S\left(w_{v}^{-1}\right) \cdot I \in \mathcal{L}\left(\mathbf{C}^{0}, \operatorname{clos}_{v} \Pi\right)$. $\left(\operatorname{clos}_{v} \Pi\right.$ is given in Corollary 2.5 and $S w_{v}^{-1} I-S\left(w_{v}^{-1}\right) \cdot I$ denotes the operator which is defined by the first addend of (3.3).)

Proof. First we will show that, for all $x \in \operatorname{supp} v$,

$$
\begin{equation*}
\int_{-1}^{1}\left|\frac{f(t)-f(x)}{t-x}\right| v^{-1}(t) d t \leq c v^{-1}(x)\left(\|f\|+\int_{-1}^{1}\left|\frac{f(t)-f(x)}{t-x}\right| d t\right) . \tag{3.4}
\end{equation*}
$$

For this, we may assume $M>0$. Moreover, it is sufficient to deal with $|x-y|^{-\beta}(y \in[-1,1]$ and $\beta \in(0,1)$ fixed) instead of $v^{-1}(x)$, since

$$
v^{-1}(x) \sim\left|x-y_{1}\right|^{-\beta_{1}}+\ldots+\left|x-y_{M}\right|^{-\beta_{M}}
$$

(Write the right hand side as a fraction or consider the cases $x \in I_{j}$, where $I_{j}$ are neighborhoods of the points $y_{j}$.) Thus, (3.4) is proved if we can show that, for $x \in[-1,1] \backslash\{y\}$,

$$
\begin{equation*}
\int_{-1}^{1}\left|\frac{f(t)-f(x)}{t-x}\right||t-y|^{-\beta} d t \leq c|x-y|^{-\beta}\left(\|f\|+\int_{-1}^{1}\left|\frac{f(t)-f(x)}{t-x}\right| d t\right) \tag{3.5}
\end{equation*}
$$

For this aim, we first consider the case $x>y$. In this case, the left hand side of (3.5) can be estimated by

$$
\begin{aligned}
& 2\|f\|\left[\int_{-1}^{y-\frac{x-y}{2}(y+1)} \frac{(y-t)^{-\beta}}{x-t} d t+\int_{y-\frac{x-y}{2}(y+1)}^{\frac{x+y}{2}} \frac{|t-y|^{-\beta}}{x-t} d t\right]+\int_{\frac{x+y}{2}}^{1}\left|\frac{f(t)-f(x)}{t-x}\right|(t-y)^{-\beta} d t \\
& =: 2\|f\|\left[I_{1}+I_{2}\right]+I_{3}
\end{aligned}
$$

If $y=-1$, then $I_{1}$ vanishes. Otherwise we use that $x-t \geq y-t$ in the first integral:

$$
I_{1} \leq \int_{-1}^{y-\frac{x-y}{2}(y+1)}(y-t)^{-\beta-1} d t \leq c(x-y)^{-\beta}
$$

In integral $I_{2}$ we have $x-t \geq(x-y) / 2$ and it follows

$$
I_{2} \leq 2(x-y)^{-1} \int_{y-\frac{x-y}{2}(y+1)}^{\frac{x+y}{2}}|t-y|^{-\beta} d t \leq c(x-y)^{-\beta}
$$

For $t \geq(x+y) / 2,(t-y)^{-\beta}$ can be estimated by $2^{\beta}(x-y)^{-\beta}$. It follows

$$
I_{3} \leq c(x-y)^{-\beta} \int_{-1}^{1}\left|\frac{f(t)-f(x)}{t-x}\right| d t
$$

Thus, (3.5) is proved in case $x>y$. If $x<y$, then one can proceed in a similar way or one uses the substitution $\tau=-t$ which makes it possible to apply what we have already proved (with $-x$ and $-y$ instead of $x$ and $y$ ). Now, (3.4) is proved. The last integral in (3.4) can be estimated as follows:

$$
\begin{aligned}
\int_{-1}^{1}\left|\frac{f(t)-f(x)}{t-x}\right| d t & \leq \int_{-1}^{1} \frac{\omega(f,|t-x|)}{|t-x|} d t=\int_{-1-x}^{1-x} \frac{\omega(f,|h|)}{|h|} d h \\
& \leq 2 \int_{0}^{2} \frac{\omega(f, h)}{h} d h \leq c\|f\|_{0}
\end{aligned}
$$

(see Theorem 2.6). So we have proved

$$
\begin{align*}
& S w_{v}^{-1} I-S\left(w_{v}^{-1}\right) \cdot I \in \mathcal{L}\left(\mathbf{C}^{0}, \mathbf{B}_{v}\right), \text { where }  \tag{3.6}\\
& \mathbf{B}_{v}=\left\{g: \operatorname{supp} v \rightarrow \mathbb{C} \text { such that }\|g\|_{v}=\sup _{x \in \operatorname{supp} v}|g(x) v(x)|<\infty\right\} .
\end{align*}
$$

Now we remark that the first addend in (3.3) is a polynomial if $f$ is a polynomial. Hence, $S w_{v}^{-1} I-S\left(w_{v}^{-1}\right) \cdot I$ maps $\Pi$ into $\Pi$. Since $\Pi$ is dense in $\mathbf{C}^{0}$ (Proposition 2.2), it follows that $\mathbf{C}^{0}$ is mapped into the closure of $\Pi$ in $\mathbf{B}_{v}$ which is equal to $\operatorname{clos}_{v} \Pi$.

To obtain properties of the second addend of (3.3) in case of a Jacobi weight $v$, we need the following well-known result ([17], Theorem 9.9).

Proposition 3.5 Let $\alpha, \beta \in(-1,1) \backslash\{0\}$ such that $\alpha+\beta \in\{-1,0,1\}$. Then, the operator

$$
\begin{equation*}
A_{\alpha, \beta}=a v^{\alpha, \beta} I+b S v^{\alpha, \beta} I \quad \text { with } \quad a, b \in \mathbb{R} \quad \text { such that } a-\mathrm{i} \pi b=\mathrm{e}^{\mathrm{i} \pi \alpha} \tag{3.7}
\end{equation*}
$$

maps $\Pi_{n}$ into $\Pi_{n+\alpha+\beta}$ for all $n \in \mathbb{N}$.
Now we are able to treat the last integral in (3.3) for weights $v$ with only one zero:
Lemma 3.6 Let $y \in[-1,1]$ and $\beta \in(0,1)$ be fixed and set $v_{y}(x)=|x-y|^{\beta}$. Moreover, let $w_{y}(x)=[\operatorname{sign}(x-y)]^{k} v_{y}(x)(k \in\{1,2\})$. Then $S w_{y}^{-1} \in \mathbf{P C}_{v_{y}^{ \pm}} \cdot\left(v_{y}^{ \pm}\right.$is defined in Corollary 3.2.)

Proof. If $y=1$, then $w_{y}=C v_{y}(C=-1$ or $C=1), v_{y}^{ \pm}=v_{1} /\left[1+2^{\beta}|\ln (1+)|.\right]$, and we may use Proposition 3.5 (with $n=1$ ) to show that $v_{1} S v_{1}^{-1}$ is continuous on $[0,1]$ :

$$
\begin{aligned}
(1+x)^{\beta} \int_{-1}^{1} \frac{(1-t)^{-\beta}}{t-x} d t & =\int_{-1}^{1} \frac{(1+x)^{\beta}-(1+t)^{\beta}}{t-x} \frac{d t}{(1-t)^{\beta}}+\int_{-1}^{1} \frac{v^{-\beta, \beta}(t)}{t-x} d t \\
& =\int_{-1}^{1} \frac{(1+x)^{\beta}-(1+t)^{\beta}}{t-x} \frac{d t}{(1-t)^{\beta}}+\frac{\left(A_{-\beta, \beta} 1\right)(x)}{b}-\frac{a}{b} v^{-\beta, \beta}(x)
\end{aligned}
$$

In view of Lemma 3.4 and Proposition 3.5, the last term belongs to $\mathbf{C}_{v_{1}}$. To prove the continuity of $v_{1}^{ \pm} S v_{1}^{-1}$ on $[-1,0]$, we write

$$
\begin{align*}
& (1-x) \int_{-1}^{1} \frac{(1-t)^{-\beta}}{t-x} d t= \\
& \text { 8) } \quad \int_{-1}^{1} \frac{(1-x)-(1-t)}{t-x} \frac{d t}{(1-t)^{\beta}}+\int_{-1}^{1} \frac{(1-t)^{1-\beta}-(1-x)^{1-\beta}}{t-x} d t+\int_{-1}^{1} \frac{(1-x)^{1-\beta}}{t-x} d t  \tag{3.8}\\
& \quad=\int_{-1}^{1} \frac{d t}{(1-t)^{\beta}}+\int_{-1}^{1} \frac{(1-t)^{1-\beta}-(1-x)^{1-\beta}}{t-x} d t+(1-x)^{1-\beta} \ln \frac{1-x}{1+x} .
\end{align*}
$$

The right hand side, divided by $1+2^{\beta}|\ln (1+x)|$, is continuous on $[-1,0]$ (Lemma 3.4 with $v \equiv 1$ ). Analogously one can prove the assertion in case $y=-1$. By the way, the sum of the last two addends in (3.8) defines a function $g(x)$ which is Hölder continuous with exponent $1-\beta$ on $[0,1]$ (see, e.g., [17], Remark 9.4). Hence, the absolute value $|g(x)-g(1)|$ of (3.8) can be estimated by $c(1-x)^{1-\beta}$ for $x \geq 0$. In this way one can prove the boundedness (but not the continuity) of $v_{1}^{ \pm} S v_{1}^{-1}$ without using Proposition 3.5. Similar considerations also lead to the boundedness of $v_{y}^{ \pm} S w_{y}^{-1}$ in case $y \neq \pm 1$. But we go another way, since we want to prove that $\left(v_{y}^{ \pm} S w_{y}^{-1}\right)(x)$ has no discontinuities, excepting a possible jump in $x=y$. For this aim, let $y \in(-1,1)$ and write

$$
\int_{-1}^{1} \frac{w_{y}^{-1}(t)}{t-x} d t=\int_{-1}^{1} \frac{w_{y}^{-1}(t)-w_{y}^{-1}(x)}{t-x} d t+w_{y}^{-1}(x) \ln \frac{1-x}{1+x}
$$

The second addend is an element of $\mathbf{P C}_{v_{y}^{ \pm}}$and for the first addend we use the substitution $t-y=\tau(x-y)$ :

$$
\begin{aligned}
& \int_{-1}^{1} \frac{w_{y}^{-1}(t)-w_{y}^{-1}(x)}{t-x} d t=w_{y}^{-1}(x) \int_{-\frac{1+y}{x-y}}^{\frac{1-y}{x-y}} \frac{(\operatorname{sign} \tau)^{k}|\tau|^{-\beta}-1}{\tau-1} d \tau \\
& \quad=w_{y}^{-1}(x)\left(\int_{-\frac{1+y}{x-y}}^{\frac{1-y}{x-y}} \frac{(\operatorname{sign} \tau)^{k}|\tau|^{-\beta}-2\left(1+\tau^{2}\right)^{-1}}{\tau-1} d \tau+\int_{-\frac{1+y}{x-y}}^{\frac{1-y}{x-y}} \frac{2\left(1+\tau^{2}\right)^{-1}-1}{\tau-1} d \tau\right) .
\end{aligned}
$$

The first integrand belongs to $\mathbf{L}^{1}(\mathbb{R})$. Consequently, the first integral defines a continuous function on $\mathbb{R} \backslash\{y\}$ for which the limits $x \rightarrow y \pm 0$ exist. The second integral can be computed explicitly:

$$
\begin{aligned}
\int_{-\frac{1+y}{x-y}}^{\frac{1-y}{x-y}} \frac{2\left(1+\tau^{2}\right)^{-1}-1}{\tau-1} d \tau & =-\left[\arctan \tau+\frac{1}{2} \ln \left(1+\tau^{2}\right)\right]_{\tau=-\frac{1+y}{x-y}}^{\tau=\frac{1-y}{x-y}} \\
& =\frac{1}{2} \ln \frac{(x-y)^{2}+(1+y)^{2}}{(x-y)^{2}+(1-y)^{2}}-\arctan \frac{1-y}{x-y}-\arctan \frac{1+y}{x-y}
\end{aligned}
$$

Again we have a continuous function on $\mathbb{R} \backslash\{y\}$ for which the limits $x \rightarrow y \pm 0$ exist.

We have seen that the last integral in the decomposition (3.3) of $S w_{v}^{-1} f\left(f \in \mathbf{C}^{0}\right)$ may contain logarithmic singularities in $\pm 1$. The following lemma shows that such singularities can be deleted by the factor $f(x)$ if $f$ has a zero in the corresponding point $y= \pm 1$.

Lemma 3.7 For all $f \in \mathbf{C}^{0}$ and all $x, y \in[-1,1]$ with $0<|x-y| \leq 1$ we have

$$
\begin{equation*}
|[f(x)-f(y)] \ln | x-y| | \leq 2 \int_{|x-y|}^{\sqrt{|x-y|}} \omega(f, h) \frac{d h}{h} \leq c\|f\|_{0} \tag{3.9}
\end{equation*}
$$

where $c \neq c(f, x, y)$.
Proof. We have $\int_{|x-y|}^{\sqrt{|x-y|}} h^{-1} d h=\left|\frac{1}{2} \ln \right| x-y| |$. Hence,

$$
|[f(x)-f(y)] \ln | x-y| | \leq 2 \omega(f,|x-y|) \int_{|x-y|}^{\sqrt{|x-y|}} \frac{d h}{h} \leq 2 \int_{|x-y|}^{\sqrt{|x-y|}} \omega(f, h) \frac{d h}{h}
$$

The second part of (3.9) follows from Theorem 2.6.

Now we have all tools which we need for the

Proof of Theorem 3.1. Let $g \in \mathbf{C}_{u}^{0}$ and write $S w g=S w_{v}^{-1} f$ with $f:=g w_{u}$. In view of (2.13), we have $f \in \mathbf{C}^{0},\|f\|_{0} \sim\|g\|_{u, 0}$, and $f\left(x_{i}\right)=0$ for all $i$. So it remains to prove the assertions of Corollary 3.2 for the case $w_{u} \equiv 1$. This can be done with the help of (3.3): For the first addend of this decomposition we have

$$
S w_{v}^{-1} f-f S w_{v}^{-1} \in \operatorname{clos}_{v} \Pi \quad \text { and } \quad\left\|S w_{v}^{-1} f-f S w_{v}^{-1}\right\|_{v} \leq c\|f\|_{0}
$$

(Lemma 3.4). Especially, the product of this addend and $v$ vanishes in all zeros of $v$ (see Corollary 2.5). We still have to prove

$$
\begin{equation*}
f S w_{v}^{-1} \in \mathbf{P C}_{v^{*}}, \quad \text { where } v^{*}=v^{ \pm}, v^{-}, v^{+}, v \text { corresponds to } f \in \mathbf{C}^{0}, \mathbf{C}_{+}^{0}, \mathbf{C}_{-}^{0}, \mathbf{C}_{ \pm}^{0} \tag{3.10}
\end{equation*}
$$ $\left\|f S w_{v}^{-1}\right\|_{v^{*}} \leq c\|f\|_{0}$, and $\lim _{x \rightarrow x_{0}}\left(v f S w_{v}^{-1}\right)(x)=0$ for all zeros $x_{0}$ of $f$.

If $w_{v} \equiv 1$, then this follows from (1.1) and Lemma 3.7, taking into account that the second term of (3.9) goes to zero for $x \rightarrow y$ (because of Theorem 2.6) and, consequently,
(3.11) $\lim _{x \rightarrow \pm 1} f(x) \ln (1 \mp x)=0$ and $\|f \ln (1 \mp).\| \leq c\|f\|_{0}$ for all $f \in \mathbf{C}^{0}$ with $f( \pm 1)=0$.
(Remark that, for example in case $f(1)=0$, this limit relation $(f S 1)(1-0)=0$ is in accordance with our decomposition (3.3) in which the second term does not appear for
$x=1$.) Now we prove (3.10) in case $M>0$. For this aim, set $v_{j}(x)=\left|x-y_{j}\right|^{\beta_{j}}, w_{j}(x)=$ $\left[\operatorname{sign}\left(x-y_{j}\right)\right]^{\tau_{j}} v_{j}(x)$, and write

$$
w_{v}^{-1}=\frac{g_{1}}{w_{1}}+\ldots+\frac{g_{M}}{w_{M}} \quad \text { with } \quad g_{k}(x)=\frac{\prod_{j \neq k}\left[\operatorname{sign}\left(x-y_{j}\right)\right]^{\tau_{j}}\left|x-y_{j}\right|}{\prod_{j \neq 1}\left|x-y_{j}\right|^{\beta_{j}+1}+\ldots+\prod_{j \neq M}\left|x-y_{j}\right|^{\beta_{j}+1}} .
$$

Then, the function $S w_{v}^{-1}$ can be decomposed as follows:

$$
\int_{-1}^{1} \frac{w_{v}^{-1}(t)}{t-x} d t=\sum_{k=1}^{M}\left(\int_{-1}^{1} \frac{g_{k}(t)-g_{k}(x)}{t-x} w_{k}^{-1}(t) d t+g_{k}(x) \int_{-1}^{1} \frac{w_{k}^{-1}(t)}{t-x} d t\right)
$$

From Lemma 3.4 it follows that the first integral belongs to $\mathbf{C}_{v_{k}} \subseteq \mathbf{C}_{v}$ for all $k$ (since $g_{k}$ is Lipschitz continuous). In view of Lemma 3.6, the second integral is an element of $\mathbf{P C}_{v_{k}^{ \pm}}$. This implies that its product with $g_{k}(x)$ belongs to $\mathbf{P C}_{v^{ \pm}}$, since $g_{k}(x)$ contains the factor $1 \mp x$ if $\pm 1$ is a zero of $v$ and $y_{k} \neq \pm 1$. Together with (3.11) it follows (3.10). It remains to mention that, for example in case $f(1)=0, v(1) \neq 0$, we get no problem with the value of the integral $\left(S w_{v}^{-1} f\right)(1)$ : In this case the second addend in (3.3) does not appear for $x=1$ and this is in accordance with the limit relation $\left(f S w_{v}^{-1}\right)(1-0)=0$.

We finish this section with two remarks about operators related to $S w I$.
Remark 3.8 Theorem 3.1 can be used to obtain mapping properties of Cauchy singular integral operators with kernels which have, in addition to the strong singularity on the diagonal $x=t$, a finite number of further strong singularities on lines $t=t_{i}$. For example, the operator $S t^{-1} I$ (which may be defined by the sum of principle value integrals over $[-|x / 2|,|x / 2|]$ and $[-1,1] \backslash[-|x / 2|,|x / 2|]$ ) maps $\mathbf{C}_{ \pm}^{0}$ into $\mathbf{C}_{x}$. This follows from Corollary 3.2, applied to the addends of the decomposition

$$
\int_{-1}^{1} \frac{f(t)}{t-x} \frac{d t}{t}=\frac{1}{x}\left(\int_{-1}^{1} \frac{f(t)}{t-x} d t-\int_{-1}^{1} \frac{f(t)}{t} d t\right)=\frac{(S f)(x)-(S f)(0)}{x} .
$$

Another operator which is closely connected with $S$ is the Cauchy singular integral operator $S_{[a, b]}$ on another interval $[a, b](-\infty<a<b<\infty)$ :

$$
\left(S_{[a, b]} f\right)(x)=\int_{a}^{b} \frac{f(t)}{t-x} d t
$$

Of course, all what we have proved until now can be transformed onto $[a, b]$, i.e., the following assertions hold true if $w$ is a weight of the form (3.2), where $w_{u}$ and $w_{v}$ correspond to power weights $u(x)=\prod_{i=1}^{N}\left|x-x_{i}\right|^{\alpha_{i}}$ and $v(x)=\prod_{j=1}^{M}\left|x-y_{j}\right|^{\beta_{j}}$ with $x_{i}, y_{j} \in \mathbb{R}$ and $\alpha_{i}>0$, $0<\beta_{j}<1$. (Remark that the restriction $x_{i}, y_{j} \in[a, b]$ is not necessary, since the differences between $u, v, w_{u}, w_{v}, w$ and the corresponding products $u^{*}, v^{*}, w_{u}^{*}, w_{v}^{*}, w^{*}$ taken over $i, j$ with $x_{i}, y_{j} \in[a, b]$ are factors which are non-zero and $\mathbf{C}^{\infty}$ on $[a, b]$. )
(i) The approximation space $\mathbf{C}_{u}^{0}[a, b]$ (or shortly $\mathbf{C}^{0}[a, b]$ if $u \equiv 1$ ), i.e.,

$$
\mathbf{C}_{u}^{0}[a, b]:=A\left(\mathbf{C}_{u}[a, b], \mathbf{1}^{1}\left(\left\{(n+1)^{-1}\right\}\right) ;\left\{\Pi_{n}\right\}\right)
$$

$\left(\mathbf{C}_{u}[a, b]=\{f \in \mathbf{C}(\{x \in[a, b]: u(x) \neq 0\}): f u \in \mathbf{C}[a, b]\},\|f\|_{u,[a, b]}=\|f u\|_{\mathbf{C}[a, b]}\right)$ can be defined equivalently by

$$
\begin{aligned}
& \mathbf{C}_{u}^{0}[a, b]=\left\{f \in \mathbf{C}_{u}[a, b]: f u \in \mathbf{C}^{0}[a, b] \text { and }(f u)\left(x_{i}\right)=0 \text { for all } x_{i} \in[a, b]\right\} \\
& \quad=\left\{f \in \mathbf{C}_{w_{u}}[a, b]: f w_{u} \in \mathbf{C}^{0}[a, b] \text { and }\left(f w_{u}\right)\left(x_{i}\right)=0 \text { for all } x_{i} \in[a, b]\right\} \\
& \quad=\left\{f \in \mathbf{C}_{u}[a, b]: \int_{0}^{1} \omega_{[a, b]}(f u, h) h^{-1} d h<\infty \text { and }(f u)\left(x_{i}\right)=0 \text { for all } x_{i} \in[a, b]\right\} .
\end{aligned}
$$

In other words: $\|f\|_{\mathbf{C}_{u}^{0}[a, b]} \sim\|f u\|_{\mathbf{C}^{0}[a, b]} \sim\left\|f w_{u}\right\|_{\mathbf{C}^{0}[a, b]}$ for all $f \in \operatorname{clos}_{\mathbf{C}_{u}[a, b]} \Pi=$ $\left\{f \in \mathbf{C}_{u}[a, b]:(f u)\left(x_{i}\right)=0, x_{i} \in[a, b]\right\}=\left\{f \in \mathbf{C}_{w_{u}}[a, b]:\left(f w_{u}\right)\left(x_{i}\right)=0, x_{i} \in[a, b]\right\}$ and $\|g\|_{\mathbf{C}^{0}[a, b]} \sim\|g\|_{\mathbf{C}[a, b]}+\int_{0}^{1} \omega_{[a, b]}(g, h) h^{-1} d h$.
(ii) $S_{[a, b]} w I \in \mathcal{L}\left(\mathbf{C}_{u}^{0}[a, b], \mathbf{P C}_{\widetilde{v}}[a, b]\right.$ ), where $\mathbf{P C}_{\tilde{v}}[a, b]$ is defined similarly to $\mathbf{P C}{ }_{\widetilde{v}}$ (only $[-1,1]$ has to be replaced by $[a, b])$ and

$$
\widetilde{v}(x)=\frac{v(x)}{1+(u v)(a)|\ln (x-a)|+(u v)(b)|\ln (b-x)|} .
$$

It seems to be natural that the image space $\mathbf{P C}_{\tilde{v}}[a, b]$ in assertion (ii) consists of functions on $[a, b]$. But on the other hand, also for $x \notin[a, b],\left(S_{[a, b]} w f\right)(x)$ is well-defined (as a usual Lebesgue integral). We will see that, in case $(u v)(a)=(u v)(b)=0$, one can take a bigger interval for the image space. For the sake of simplicity, we will restrict on subintervals of $[-1,1]$. This makes it possible to use our standard notation and assumptions from the beginning of this section and from Corollary 3.2.

Remark 3.9 Let $-1 \leq a<b \leq 1$ and take $u, v, w$ as in the beginning of this section.

$$
\begin{equation*}
\text { If }(u v)(a)=(u v)(b)=0 \text {, then } S_{[a, b]} w I \in \mathcal{L}\left(\mathbf{C}_{u}^{0}[a, b], \mathbf{P C}_{v}\right) \tag{3.12}
\end{equation*}
$$

In the cases $a=-1<b<1$ and $-1<a<b=1$, (3.12) can be generalized:

$$
\begin{align*}
& \text { If }(u v)(b)=0 \text {, then } S_{[-1, b]} w I \in \mathcal{L}\left(\mathbf{C}_{u}^{0}[-1, b], \mathbf{P C}_{v^{-}}\right) .  \tag{3.13}\\
& \text {If }(u v)(a)=0 \text {, then } S_{[a, 1]} w I \in \mathcal{L}\left(\mathbf{C}_{u}^{0}[a, 1], \mathbf{P C}_{v^{+}}\right) .
\end{align*}
$$

Proof. Let $f \in \mathbf{C}_{u}^{0}[a, b]$. Then $f w_{u} \in \mathbf{C}^{0}[a, b]$ can be extended to a $\mathbf{C}^{0}$-function by setting $\left(f w_{u}\right)(-1)=0$ (if $a>-1$ ), $\left(f w_{u}\right)(1)=0$ (if $b<1$ ) and connecting $\left(f w_{u}\right)(-1)$ and $\left(f w_{u}\right)(a)$ as well as $\left(f w_{u}\right)(b)$ and $\left(f w_{u}\right)(1)$ by lines. Obviously, this yields an extension $f \in \mathbf{C}^{0}\left(w_{u}\right)$ with $\left\|f w_{u}\right\|_{0} \leq c\|f\|_{\mathbf{C}_{u}^{0}[a, b]}$. Now we define $\widetilde{w}$ by $\widetilde{w}=-w$ on $[a, b]$ and $\widetilde{w}=w$ on $[-1,1] \backslash[a, b]$. In other words, $\widetilde{w}(x)=\operatorname{sign}(x-a) \operatorname{sign}(x-b) w(x)$, and this means that $\widetilde{w}$ (or $-\widetilde{w}$ if $b=1$ )
is again a weight of the form (3.2), where only the signs have to be chosen different from those of $w$. Now we write $2 S_{[a, b]} w f=S w f-S \widetilde{w} f$ and the assertions follow from Corollary 3.2, since $f w_{u}$ vanishes in 1 if $b<1$ or $u(1)=0$ and in -1 if $a>-1$ or $u(-1)=0$.

We mention that the above remark also leads to generalizations of Theorem 3.1 if we transform $[a, b]$ onto $[-1,1]$. For example, the transformation $[a, b]=[-1 / 2,1 / 2] \rightarrow[-1,1]$, $[-1,1] \rightarrow[-2,2]$ of (3.12) yields the following generalization in case $(u v)( \pm 1)=0$ :

$$
\begin{equation*}
\text { If }(u v)(-1)=(u v)(1)=0, \text { then } S w I \in \mathcal{L}\left(\mathbf{C}_{u}^{0}, \mathbf{P C}_{v}[-2,2]\right) \tag{3.14}
\end{equation*}
$$

Of course, if $u(-1)=u(1)=0$, then this is not surprising, since then $f \in \mathbf{C}_{u}^{0}$ can be extended by zero to a $\mathbf{C}_{u}^{0}[-2,2]$-function, so that the result for $S_{[-2,2]}$ can be applied. But in case $u( \pm 1) \neq 0,(3.14)$ is a non-trivial corollary of Theorem 3.1.

## $4 S w I$ on spaces of piecewise $\mathbf{C}_{u}^{0}$-functions

Take the notation and assumptions of Section 3. In Remark 3.9 we have seen that the possible sign changes in (3.2) can be used to consider $S w I$ on piecewise $\mathbf{C}_{u}^{0}$-functions of the form $f \chi_{[a, b]}\left(f \in \mathbf{C}_{u}^{0}[a, b]\right)$, where $a$ and $b$ are either endpoints of $[-1,1]$ or zeros of $v$. (In principle we can also consider zeros $a$ or $b$ of $u$. But, if for example $u(a)=0$, then also $(f u)(a)=0$ for $f \in \mathbf{C}_{u}^{0}[a, b]$, i.e., $f \chi_{[a, b]} \in \mathbf{C}_{u}^{0}[-1, b]$.) This makes it possible to consider $S w I$ on piecewise $\mathbf{C}_{u}^{0}$-functions w.r.t. the partition

$$
[-1,1]=\left[y_{0}, y_{1}\right] \cup\left[y_{1}, y_{2}\right] \cup \ldots \cup\left[y_{M}, y_{M+1}\right], \quad y_{0}:=-1, \quad y_{M+1}:=1
$$

(i.e., with possible jumps in those zeros of $v$ which are no zeros of $u$ ):

Proposition 4.1 Let $\mathbf{P C}_{u}^{0}\left(y_{1}, \ldots, y_{M}\right)$ be the space of all $f: \operatorname{supp} u \backslash\left\{y_{1}, \ldots, y_{M}\right\} \rightarrow \mathbb{C}$ with $f_{\mid\left(y_{i}, y_{i+1}\right)} \in \mathbf{C}_{u}^{0}\left[y_{i}, y_{i+1}\right], i=0, \ldots, M$, endowed with $\|f\|_{\mathbf{P C}_{u}^{0}\left(y_{1}, \ldots, y_{M}\right)}=\sum_{i=0}^{M}\|f\|_{\mathbf{C}_{u}^{0}\left[y_{i}, y_{i+1}\right]}$. Then,

$$
\begin{equation*}
S w I \in \mathcal{L}\left(\mathbf{P C}_{u}^{0}\left(y_{1}, \ldots, y_{M}\right), \mathbf{P C}_{\widetilde{v}}\right) \tag{4.1}
\end{equation*}
$$

( $\mathbf{C}_{u}^{0}\left[y_{i}, y_{i+1}\right]$ is defined before Remark 3.9.)
Proof. Write $S w I=\sum_{i=0}^{M} S_{\left[y_{i}, y_{i+1}\right]} w I$ and apply (3.12) (for all $i$ with $(u v)\left(y_{i}\right)=(u v)\left(y_{i+1}\right)$ $=0$ ) and (3.13) (for $i=0$ if $(u v)(-1) \neq 0$ and for $i=M$ if $(u v)(1) \neq 0)$.

As in the proof of Corollary 3.2 one can generalize (4.1) to the space

$$
\mathbf{P C}^{0}\left(w_{u} ; y_{1}, \ldots, y_{M}\right)=\left\{f \in \mathbf{C}\left(\operatorname{supp} u \backslash\left\{y_{1}, \ldots, y_{M}\right\}\right): f w_{u} \in \mathbf{P C}^{0}\left(y_{1}, \ldots, y_{M}\right)\right\}
$$

$\left(\mathbf{P C}^{0}\left(y_{1}, \ldots, y_{M}\right)\right.$ means the unweighted space of piecewise $\mathbf{C}^{0}$-functions with jumps in $\left.y_{j}\right)$ and its subspaces $\mathbf{P C}_{+}^{0}\left(w_{u} ; y_{1}, \ldots, y_{M}\right), \mathbf{P C}_{-}^{0}\left(w_{u} ; y_{1}, \ldots, y_{M}\right), \mathbf{P C}_{ \pm}^{0}\left(w_{u} ; y_{1}, \ldots, y_{M}\right)$ (which are defined in the same way as the corresponding spaces in Corollary 3.2). Thus, the assertions of Corollary 3.2 remain true if we replace $\mathbf{C}^{0}\left(w_{u}\right), \mathbf{C}_{+}^{0}\left(w_{u}\right), \mathbf{C}_{-}^{0}\left(w_{u}\right)$, and $\mathbf{C}_{ \pm}^{0}\left(w_{u}\right)$ by the above spaces. (The second assertion remains true, since we may apply the Corollary with $w_{u}(x) \prod_{i \neq k}\left|x-y_{i}\right|^{\varepsilon}$ and $v(x) \prod_{i \neq k}\left|x-y_{i}\right|^{\varepsilon}$ instead of $w_{u}$ and $v$ if $y=y_{k}$ is a common zero of $f w_{u}$ and $v$.)

Using this result, we are even able to deal with piecewise $\mathbf{C}_{u}^{0}$-functions having jumps in arbitrary points (where we may restrict on inner points of $[-1,1]$, since jumps in the endpoints are not really jumps):

Proposition 4.2 Let $-1<\xi_{1}<\ldots<\xi_{m}<1$ and let $v\left(\xi_{1}, \ldots, \xi_{m}\right)$ be the "logarithmic" modification of $v$ which vanishes in all $\xi_{i}$ (defined similarly to the modification $v^{ \pm}=v(-1,1)$ in Corollary 3.2). Then

$$
\begin{aligned}
& S w I \in \mathcal{L}\left(\mathbf{P C}^{0}\left(w_{u} ; \xi_{1}, \ldots, \xi_{m}\right), \mathbf{P C}_{v\left(-1, \xi_{1}, \ldots, \xi_{m}, 1\right)}\right) \\
& S w I \in \mathcal{L}\left(\mathbf{P C}_{+}^{0}\left(w_{u} ; \xi_{1}, \ldots, \xi_{m}\right), \mathbf{P C}_{v\left(-1, \xi_{1}, \ldots, \xi_{m}\right)}\right) \\
& S w I \in \mathcal{L}\left(\mathbf{P C}_{-}^{0}\left(w_{u} ; \xi_{1}, \ldots, \xi_{m}\right), \mathbf{P C}_{v\left(\xi_{1}, \ldots, \xi_{m}, 1\right)}\right) \\
& S w I \in \mathcal{L}\left(\mathbf{P C}_{ \pm}^{0}\left(w_{u} ; \xi_{1}, \ldots, \xi_{m}\right), \mathbf{P C}_{v\left(\xi_{1}, \ldots, \xi_{m}\right)}\right)
\end{aligned}
$$

Proof. Let $J$ denote the set of those indices $i$ for which $v\left(\xi_{i}\right) \neq 0$. We have already proved

$$
S w I=S \frac{w_{u} \prod_{i \in J}\left|.-\xi_{i}\right|^{\varepsilon}}{w_{v} \prod_{i \in J}\left|.-\xi_{i}\right|^{\varepsilon}} I \in \mathcal{L}\left(\mathbf{P C}_{(+,-, \pm)}^{0}\left(w_{u} ; \xi_{1}, \ldots, \xi_{m}\right), \mathbf{P C}_{\left(v \prod_{i \in J}\left|.-\xi_{i}\right|^{\varepsilon}\right)^{ \pm(-,+,)}}\right)
$$

(since $\mathbf{P C}^{0}\left(w_{u} ; \xi_{1}, \ldots, \xi_{m}\right) \hookrightarrow \mathbf{P C}^{0}\left(w_{u} \prod_{i \in J}\left|.-\xi_{i}\right|^{\varepsilon} ; y_{1}, \ldots, y_{M}\right)$ ). Thus, the proposition is proved, if we can show that $v\left(\xi_{1}, \ldots, \xi_{m}\right) S w f\left(f \in \operatorname{PC}^{0}\left(w_{u} ; \xi_{1}, \ldots, \xi_{m}\right)\right)$ is continuous in neighborhoods $N_{i}$ of the points $\xi_{i}(i \in J)$, where the corresponding $\mathbf{C}\left(N_{i}\right)$-norm can be estimated by the norm of $f$. (This is even more than the assertion of the proposition.) For this aim, let $i \in J$ and set $h_{i}=\left[\left(f w_{u}\right)\left(\xi_{i}+0\right)-\left(f w_{u}\right)\left(\xi_{i}-0\right)\right] / w_{v}\left(\xi_{i}\right)$. Then, the first addend of the decomposition

$$
S w f=S w\left(f-h_{i} w^{-1} \chi_{\left[\xi_{i}, 1\right]}\right)+h_{i} S \chi_{\left[\xi_{i}, 1\right]}
$$

belongs to $\left.\mathbf{P C}_{\left(v \prod_{j \in J \backslash\{i\}} \mid .\right.}-\left.\xi_{j}\right|^{\varepsilon}\right)^{ \pm}$(apply the first assertion of this proof with the space $\mathbf{P C}^{0}\left(w_{u} ; \xi_{1}, \ldots, \xi_{i-1}, \xi_{i+1}, \ldots, \xi_{m}\right)$ instead of $\left.\mathbf{P C}^{0}\left(w_{u} ; \xi_{1}, \ldots, \xi_{m}\right)\right)$, where the norm in this space can be estimated by the norm of $f$. This yields the corresponding assertions with $\mathbf{C}\left(N_{i}\right)$. The second addend, divided by $1+|\ln | x-\xi_{i}| |$, is also continuous on $N_{i}$. This follows from $\left(S \chi_{\left[\xi_{i}, 1\right]}\right)(x)=\ln (1-x)-\ln \left|x-\xi_{i}\right|$.

## 5 The operator $a w I+S b w I$

In many applications equations of the type $(a I+S b I) f(+\ldots)=g$ have to be solved, where $a, b$, and $g$ are given functions on $(-1,1)$ and $f$ is looked for. For the numerical solution of such equations, for example by projection methods, one may look for weighted polynomials $w P_{n}$ as approximations of $f$, where $w$ is an appropriated weight. (Later we will see which weights are appropriated.) Equivalently, one can first transform the equation by setting $f=w \widetilde{f}$ and looking for $\widetilde{f}$ instead of $f$. Then the operator $a w I+S b w I$ appears and unweighted polynomials $P_{n}$ are sought as approximations of $\widetilde{f}$. (This approach seems to be better, since known results in the theory of approximation by polynomials are usually formulated for unweighted polynomials.) A similar transformation leads to operators of the type $a w_{0} I+b S w_{0} I\left(w_{0}\right.$ : some weight) if the equation $(a I+b S I) f(+\ldots)=g$ is considered.

In the following two sections we study the mapping properties of $a w I+S b w I$ and $a w_{0} I+b S w_{0} I$ (more precisely, $\varrho^{-1}\left(a w_{0} I+b S w_{0} I\right)$ with $\varrho^{-1} \in b^{-1} \Pi$ and $\left.w_{0}=w \varrho\right)$ in scales of weighted approximation spaces of continuous functions, where we consider approximation by unweighted polynomials (according to the above approach). The basis is the theory of Sections 3 and 4. Hence, in all what follows we consider again some fixed weight $w=w_{u} / w_{v}$ of the form (3.2), i.e., $w$ corresponds to power weights $u(x)=\prod_{i=1}^{N}\left|x-x_{i}\right|^{\alpha_{i}}$ and $v(x)=$ $\prod_{j=1}^{M}\left|x-y_{j}\right|^{\beta_{j}}$ which satisfy (3.1).

For the coefficient functions $a$ and $b$ we give the following assumptions which have to be satisfied in all what follows (without further mentioning):

$$
\begin{align*}
& a v^{-1} \in \mathbf{P C}_{\widetilde{v} l\left[x_{1}, \ldots, x_{N}\right]} \quad \text { with } \quad l\left[x_{1}, \ldots, x_{N}\right](x):=\left(1+\sum_{i=1}^{N}|\ln | x-x_{i}| |\right)^{-1},  \tag{5.1}\\
& b \in \mathbf{P C}^{0}\left(\left\{x_{1}, \ldots, x_{N}, y_{1}, \ldots, y_{M}\right\} \backslash\{-1,1\}\right), \tag{5.2}
\end{align*}
$$

where $\widetilde{v}$ is defined in Theorem 3.1 and $\mathbf{P C}^{0}\left(\left\{x_{1}, \ldots, x_{N}, y_{1}, \ldots, y_{M}\right\} \backslash\{-1,1\}\right)$ denotes the space of all piecewise $\mathbf{C}^{0}$-functions with possible jumps in the inner zeros of $u v$. (The exact definition of this space and its norm is given in Proposition 4.1.) We will see that these assumptions ensure that all functions and all images of operators which we consider in Sections 5 and 6 are well-defined and continuous on $(-1,1) \backslash\left\{x_{1}, \ldots, x_{N}, y_{1}, \ldots, y_{M}\right\}$. In all statements in which continuity in other points is claimed, this has to be understood in the sense of limits.

In the present section we only consider the operator $A:=a w I+S b w I$.
Proposition 5.1 $A \in \mathcal{L}\left(\mathbf{C}_{u}^{0}, \mathbf{P C}_{\widetilde{v}}\right)$.
Proof. The part awI of $A$ belongs to $\mathcal{L}\left(\mathbf{C}_{u}^{0}, \mathbf{P C} \tilde{v}_{\tilde{v}}\right)$, since $f w_{u} / l\left[x_{1}, \ldots, x_{N}\right] \in \mathbf{C}\left(f \in \mathbf{C}_{u}^{0}\right)$ vanishes in all $x_{i}$ (Lemma 3.7) and, consequently, the last factor on the right hand side of

$$
\widetilde{v} a w f=\left(l\left[x_{1}, \ldots, x_{N}\right] \widetilde{v} a v^{-1}\right) \cdot\left(v w_{v}^{-1}\right) \cdot\left(f w_{u} l\left[x_{1}, \ldots, x_{N}\right]^{-1}\right)
$$

turns the jumps in $x_{i}$ of the first factor (which is piecewise continuous with possible jumps in the zeros of $u v$ ) into zeros. Hence, $a w f \in \mathbf{P C}_{\tilde{v}}$ and, obviously (by Lemma 3.7), $\|a w f\|_{\tilde{v}} \leq$ $c\|f\|_{u, 0}$. If we want to prove that also the second part $S b w I$ of $A$ belongs to $\mathcal{L}\left(\mathbf{C}_{u}^{0}, \mathbf{P C}_{\tilde{v}}\right)$, then, in view of (4.1), it remains to show that $b I \in \mathcal{L}\left(\mathbf{C}_{u}^{0}, \mathbf{P C}_{u}^{0}\left(y_{1}, \ldots, y_{M}\right)\right)$. But this is easy, since we can use again that jumps in $x_{i}$ are transformed into zeros if we multiply by $f u\left(f \in \mathbf{C}_{u}^{0}\right):(b f u)\left(x_{i}\right)=0$ for all $i$. Together with the algebra property of $\mathbf{C}^{0}$, this gives the assertion (by similar considerations as in the proof of Remark 2.9).

We will use this proposition to obtain mapping properties of the operator $A$, restricted on the spaces of the following scale $\mathbf{C}_{u}^{\gamma, \delta}, \gamma>0, \delta \in \mathbb{R}$.

Definition 5.2 Let $0<\gamma<\infty$ and $\delta \in \mathbb{R}$. The space $\mathbf{C}_{u}^{\gamma, \delta}$ is defined by

$$
\mathbf{C}_{u}^{\gamma, \delta}:=\left\{f \in \mathbf{C}_{u}:\|f\|_{u, \gamma, \delta}:=\sup _{n=0,1, \ldots} E_{n}^{u}(f)(n+1)^{\gamma} \ln ^{\delta}(n+2)<\infty\right\}
$$

In other words: $\mathbf{C}_{u}^{\gamma, \delta}$ is the approximation space $A\left(\mathbf{C}_{u}, \mathbf{l}^{\infty}\left(\left\{(n+1)^{\gamma} \ln ^{\delta}(n+2)\right\}\right) ;\left\{\Pi_{n}\right\}\right)$ (see the considerations after Definition 2.1). Especially, $\mathbf{C}_{u}^{\gamma, \delta}$ is a Banach space which is compactly embedded into $\mathbf{C}_{u}^{0}$ (see [2], Theorems 3.12 and 3.33). Moreover, it is well-known (at least in case of a Jacobi weight $u$, but newer results also deal with power weights) that $\mathbf{C}_{u}^{\gamma, \delta}$ can be described in terms of smoothness properties of its elements. Of course, this fact is of great practical importance, but in the present section we do not need it. Later (in Section 7) we come back to this characterization.

We will see that a decomposition of $A$ into a multiplication operator and an operator which maps polynomials into polynomials is very useful. In case $w_{u} \equiv 1$ we will take the analogue of (3.3), since in Section 3 we already made good experience with this decomposition. In case $w_{u} \not \equiv 1$ we cannot go back to this decomposition by writing $A f=\left(a w_{v}^{-1}+S b w_{v}^{-1} I\right)\left(w_{u} f\right)$, since the nice property (2.13) of $\mathbf{C}_{u}^{0}$ does not hold similarly for $\mathbf{C}_{u}^{\gamma, \delta}$. To obtain an appropriated splitting of $A$ in all cases, we introduce the monic polynomial $p=p_{w}$ with the following property:

$$
\begin{align*}
& |w / p| \text { is a power weight with exponents in }(-1,0] \text {, i.e.: } \\
& \text { If }|w(x)|=\prod_{i=1}^{L}\left|x-z_{i}\right|^{\mu_{i}} \text { with } \mu_{i} \in\left(k_{i}-1, k_{i}\right] \text {, then } p(x)=\prod_{i=1}^{L}\left(x-z_{i}\right)^{k_{i}} \text {. } \tag{5.3}
\end{align*}
$$

Now, $A f=a w f+S b w f$ can be written in the following form:

$$
\begin{align*}
(A f)(x) & =\int_{-1}^{1} \frac{f(t) p(t)-f(x) p(x)}{t-x} b(t) \frac{w(t)}{p(t)} d t+f(x) p(x)\left(A p^{-1}\right)(x)  \tag{5.4}\\
& =:\left(\left[A-\left(p A p^{-1}\right) \cdot I\right] f\right)(x)+\left[\left(p A p^{-1}\right) \cdot f\right](x)
\end{align*}
$$

The first operator $A-\left(p A p^{-1}\right) \cdot I$ maps polynomials into polynomials. If we can show that $A-\left(p A p^{-1}\right) \cdot I \in \mathcal{L}\left(\mathbf{C}_{u}^{0}, \mathbf{B}_{v}\right)\left(\mathbf{B}_{v}\right.$ is defined in (3.6)), then this implies $A-\left(p A p^{-1}\right) \cdot I \in$ $\mathcal{L}\left(\mathbf{C}_{u}^{\gamma, \delta}, \mathbf{C}_{v}^{\gamma, \delta-1}\right)$. (Later we give the details.) First we prove $A-\left(p A p^{-1}\right) \cdot I \in \mathcal{L}\left(\mathbf{C}_{u}^{0}, \mathbf{P C}_{\widetilde{v}}\right)$, which is (in view of Proposition 5.1) equivalent to the assertion of the following lemma.

Lemma $5.3\left(p A p^{-1}\right) \cdot I \in \mathcal{L}\left(\mathbf{C}_{u}^{0}, \mathbf{P C}_{\widetilde{v}}\right)$.
Proof. We have $\left(p A p^{-1}\right) \cdot I=a w I+\left(p S b w p^{-1}\right) \cdot I$. The properties of

$$
S b w p^{-1}=\left(S \frac{1}{|p / w|} I\right)\left(\frac{|p / w|}{p / w} b\right)
$$

can be concluded from Proposition 4.2, applied with 1 and $|p / w|$ instead of $w_{u}$ and $w_{v}$ : $S|w / p| I \in \mathcal{L}\left(\mathbf{P C}^{0}\left(\left\{x_{1}, \ldots, x_{N}, y_{1}, \ldots, y_{M}\right\} \backslash\{-1,1\}\right), \mathbf{P C}_{|p / w|\left(-1, x_{1}, \ldots, x_{N}, y_{1}, \ldots, y_{M}, 1\right)}\right)$. Thus, Sbwp ${ }^{-1} \in \mathbf{P C}_{|p / w|\left(-1, x_{1}, \ldots, x_{N}, y_{1}, \ldots, y_{M}, 1\right)}$. We remark that $|p / w|\left(-1, x_{1}, \ldots, x_{N}, y_{1}, \ldots, y_{M}, 1\right)$ $=|p / w|\left(-1, x_{1}, \ldots, x_{N}, 1\right)$, since all $y_{j} \in \operatorname{supp} u$ are zeros of $|p / w|$. For the same reason, $|p / w|\left(-1, x_{1}, \ldots, x_{N}, 1\right)$ does not contain logarithmic terms w.r.t. $\pm 1$ if $v( \pm 1)=0$ and $u( \pm 1) \neq 0$. It follows

$$
\frac{w^{-1} p l\left[x_{1}, \ldots, x_{N}\right]}{1+(u v)(-1)|\ln (1+.)|+(u v)(1)|\ln (1-.)|} \cdot \operatorname{Sbwp}^{-1} \in \mathbf{P C}\left(x_{1}, \ldots, x_{N}, y_{1}, \ldots, y_{M}\right) .
$$

In other words: $\left(w^{-1} p S b w p^{-1}\right) \cdot v^{-1} \in \mathbf{P C}_{\tilde{v} l\left[x_{1}, \ldots, x_{N}\right]}$. Thus, for $w^{-1} p S b w p^{-1}$ we have the same continuity properties as for $a$, so that the assertion $a w I \in \mathcal{L}\left(\mathbf{C}_{u}^{0}, \mathbf{P C}_{\widetilde{v}}\right)$ (see the proof of Proposition 5.1) also holds for $\left(p S b w p^{-1}\right) \cdot I$.

Proposition 5.1 and Lemma 5.3 imply $A-\left(p A p^{-1}\right) \cdot I \in \mathcal{L}\left(\mathbf{C}_{u}^{0}, \mathbf{P C}_{\widetilde{v}}\right)$. But we can even prove that the images, multiplied by $v$ (and not by $\widetilde{v}$ ), are bounded:

$$
\begin{equation*}
A-\left(p A p^{-1}\right) \cdot I \in \mathcal{L}\left(\mathbf{C}_{u}^{0}, \mathbf{B}_{v}\right) \tag{5.5}
\end{equation*}
$$

Indeed, if for example $(u v)(1) \neq 0$, then $u \sim v \sim|w| \sim|p| \sim 1$ on $[1-2 \varepsilon, 1]$ and $f_{\mid[1-\varepsilon, 1]}$ $\left(f \in \mathbf{C}_{u}^{0}\right)$ can be extended to a $\mathbf{C}^{0}$-function $\widetilde{f}$ with $\widetilde{f}_{[-1,1-2 \varepsilon]} \equiv 0$ such that, with some positive and Hölder continuous extension $\widetilde{u}$ of $u_{[1-2 \varepsilon, 1]}$,

$$
\|\widetilde{f} p\|_{0}=\|\widetilde{f} u \cdot p / \widetilde{u}\|_{0} \leq c\|f u\|_{0} \sim\|f\|_{u, 0}
$$

(since $\mathbf{C}^{0}$ is a Banach algebra; see the proof of Remark 2.9). Thus, for $x \in[1-(\varepsilon / 2), 1]$, we may estimate

$$
\begin{aligned}
& \left|\int_{-1}^{1} \frac{f(t) p(t)-f(x) p(x)}{t-x} b(t) \frac{w(t)}{p(t)} d t\right| \\
& \quad \leq c \int_{1-\varepsilon}^{1}\left|\frac{(\widetilde{f} p)(t)-(\widetilde{f} p)(x)}{t-x}\right| d t+\frac{2}{\varepsilon} \int_{-1}^{1-\varepsilon}|(f p)(t)-(f p)(x)| b(t) \frac{w(t)}{p(t)} d t
\end{aligned}
$$

The first addend is bounded by $c\|\widetilde{f} p\|_{0} \leq c\|f\|_{u, 0}$ (see the proof of Lemma 3.4) and the second by $c\|f\|_{u}$ (since $|f w|(t) \leq\|f\|_{u} v^{-1}(t)$ and $|f p|(x) \leq c|f u|(x)$ for $x \in[1-(\varepsilon / 2), 1]$ ). Hence, $A f-\left(p A p^{-1}\right) \cdot f$ is bounded in a neighborhood of 1 if $(u v)(1) \neq 0$ (analogously with -1 if $(u v)(-1) \neq 0)$ and (5.5) is proved.

From (5.5) we can conclude $A-\left(p A p^{-1}\right) \cdot I \in \mathcal{L}\left(\mathbf{C}_{u}^{\gamma, \delta}, \mathbf{C}_{v}^{\gamma, \delta-1}\right)$. For this, we only have to apply the following lemma.

Lemma 5.4 Let $k \in \mathbb{N}_{0}$ be fixed and let $B \in \mathcal{L}\left(\mathbf{C}_{u}^{0}, \mathbf{B}_{v}\right)$. If $B\left(\Pi_{n}\right) \subseteq \Pi_{n+k}$ for all $n$, then $B \in \mathcal{L}\left(\mathbf{C}_{u}^{\gamma, \delta}, \mathbf{C}_{v}^{\gamma, \delta-1}\right)$ for all $\gamma>0$ and all $\delta \in \mathbb{R}$.

Proof. Let $f \in \mathbf{C}_{u}^{\gamma, \delta}$ and $f_{n} \in \Pi_{n}$ such that $E_{n}^{u}(f)=\left\|f-f_{n}\right\|_{u}$. The we have $B f_{n} \in \Pi_{n+k}$ and, consequently,

$$
\begin{aligned}
E_{n+k}^{v}(B f) & \leq\left\|B\left(f-f_{n}\right)\right\|_{v} \leq c \sum_{m=0}^{\infty} \frac{E_{m}^{u}\left(f-f_{n}\right)}{m+1} \\
& \leq c\left\|f-f_{n}\right\|_{u} \sum_{m=0}^{n-1} \frac{1}{m+1}+c \sum_{m=n}^{\infty} \frac{E_{m}^{u}(f)}{m+1} \\
& \leq c \frac{\|f\|_{u, \gamma, \delta}}{(n+1)^{\gamma} \ln ^{\delta}(n+2)} \sum_{m=0}^{n-1} \frac{1}{m+1}+c\|f\|_{u, \gamma, \delta} \sum_{m=n}^{\infty} \frac{1}{(m+1)^{1+\gamma} \ln ^{\delta}(m+2)} .
\end{aligned}
$$

The first sum can be estimated by $c \ln (n+1)$ and the second sum by $c\left[(n+1)^{\gamma} \ln ^{\delta}(n+2)\right]^{-1}$ (use that $(m+1)^{\varepsilon} \ln ^{\delta}(m+2)$ is increasing for $m \geq m_{0}$ ). Thus, $B f \in \mathbf{C}_{v}$ (since $v B f_{n} \in \mathbf{C}$ converges uniformly to $v B f$ ) and

$$
\|B f\|_{v, \gamma, \delta-1} \sim\|B f\|_{v}+\sup _{m=k, k+1, \ldots}(m+1-k)^{\gamma} \ln ^{\delta-1}(m+2-k) E_{m}^{v}(B f) \leq c\|f\|_{u, \gamma, \delta}
$$

(Use the substitution $n=m-k$ in the supremum.)

Corollary 5.5 $A-\left(p A p^{-1}\right) \cdot I \in \mathcal{L}\left(\mathbf{C}_{u}^{\gamma, \delta}, \mathbf{C}_{v}^{\gamma, \delta-1}\right)$ for all $\gamma>0$ and all $\delta \in \mathbb{R}$.
Proof. The assertion follows from (5.5) and Lemma 5.4, since $\left(A-\left(p A p^{-1}\right) \cdot I\right)\left(\Pi_{n}\right) \subseteq$ $\Pi_{n+\operatorname{deg} p-1}$.

Remark 5.6 The coefficient function a does not appear in $A-\left(p A p^{-1}\right) \cdot I$. One may ask why we did not set $a \equiv 0$ in the proof of $A-\left(p A p^{-1}\right) \cdot I \in \mathcal{L}\left(\mathbf{C}_{u}^{\gamma, \delta}, \mathbf{C}_{v}^{\gamma, \delta-1}\right)$. The reason is that indirectly the multiplication operator awI with a satisfying av ${ }^{-1} \in \mathbf{P C}_{\widetilde{v}}\left[\left[x_{1}, \ldots, x_{N}\right]\right.$ has to be considered if we want to show $\left(p S b w p^{-1}\right) \cdot I \in \mathcal{L}\left(\mathbf{C}_{u}^{0}, \mathbf{P C}_{\widetilde{v}}\right)$ (see the proof of Lemma 5.3). Now one may ask why we do not allow a $v^{-1} \in \mathbf{B}_{\tilde{v} \imath\left[x_{1}, \ldots, x_{N}\right]}$, since all considerations are also possible if we replace weighted spaces of piecewise continuous functions by weighted
spaces of bounded functions. The reason is that finally we want to obtain criteria which ensure $A \in \mathcal{L}\left(\mathbf{C}_{u}^{\gamma, \delta}, \mathbf{C}_{v}^{\gamma, \delta-1}\right)$ (at least for some $\gamma, \delta$, i.e. $\left(p A p^{-1}\right) \cdot I \in \mathcal{L}\left(\mathbf{C}_{u}^{\gamma, \delta}, \mathbf{C}_{v}^{\gamma, \delta-1}\right)$. But the assumptions on $b$ (which cannot be weakened, since we apply (4.1) in the proof of Proposition 5.1) ensure $\left(p S b w p^{-1}\right) \cdot I \in \mathcal{L}\left(\mathbf{C}_{u}^{0}, \mathbf{P C}_{\widetilde{v}}\right)$, so that we must have awI $\in \mathcal{L}\left(\mathbf{C}_{u}^{0}, \mathbf{P C}_{\widetilde{v}}\right)$ if $A \in \mathcal{L}\left(\mathbf{C}_{u}^{\gamma, \delta}, \mathbf{C}_{v}^{\gamma, \delta-1}\right)$. Of course, awI $\in \mathcal{L}\left(\mathbf{C}_{u}^{0}, \mathbf{P C}_{\widetilde{v}}\right)$ is only possible if a continuous on $(-1,1) \backslash\left\{x_{1}, \ldots, x_{N}, y_{1}, \ldots, y_{M}\right\}$, where the singularities of a $\widetilde{v} / v$ in $\left[\left\{y_{j}\right\} \cup\{ \pm 1\}\right] \backslash\left\{x_{i}\right\}$ can only be jumps. Hence, only in the points $x_{i}$ the assumptions on a can be slightly weakened. For example, the existence of the one-sided limits of al $\left[x_{1}, \ldots, x_{N}\right]$ in the points $x_{i}$ is not necessary (see the proof of Proposition 5.1). However, to avoid difficult notation it seems to be better not to weaken the assumptions on a (which are general enough in our opinion).

In the following main theorem of this section we state the meaning of Corollary 5.5 for the validity of the mapping property $A \in \mathcal{L}\left(\mathbf{C}_{u}^{\gamma, \delta}, \mathbf{C}_{v}^{\gamma, \delta-1}\right)$, and we give a sufficient criterion which implies this property.

Theorem 5.7 Let $\gamma>0$ and $\delta \in \mathbb{R}$ be fixed, and let $p=p_{w}$ be defined in (5.3). For $A=a w I+\operatorname{Sbw} I$ ( $a, b$ satisfying (5.1),(5.2)), the following assertions are equivalent:
(i) $A \in \mathcal{L}\left(\mathbf{C}_{u}^{\gamma, \delta}, \mathbf{C}_{v}^{\gamma, \delta-1}\right)$.
(ii) $\left(p A p^{-1}\right) \cdot I \in \mathcal{L}\left(\mathbf{C}_{u}^{\gamma, \delta}, \mathbf{C}_{v}^{\gamma, \delta-1}\right)$.

A sufficient condition which ensures the validity of (ii) (and (i)) is given by

$$
\begin{equation*}
A p^{-1} \in \mathbf{C}_{|p / w|}^{\gamma, \delta-1} \tag{5.6}
\end{equation*}
$$

Remark 5.8 In the proof of Lemma 5.3 we have seen that $v^{-1} A p^{-1} \in \mathbf{P C}_{|p / w| \widetilde{v} l\left[x_{1}, \ldots, x_{N}\right]}$ and that this property of $A p^{-1}$ implies $\left(p A p^{-1}\right) \cdot I \in \mathcal{L}\left(\mathbf{C}_{u}^{\gamma, \delta}, \mathbf{P C}_{\widetilde{v}}\right)$. It seems to be natural that the stronger mapping property (ii) can only be expected if the corresponding stronger property (5.6) of $A p^{-1}$ holds true. But, unfortunately, we are not able to prove this, i.e., the validity of the implication "(ii) $\Rightarrow(5.6)$ " is left as an open problem. Only in case $u \equiv 1$ (i.e., $v=|1 / w|=|p / w|$ ) it is clear that (ii) implies (5.6). If we apply this with $A p^{-1} I=$ $a(w / p) I+S b(w / p) I$ instead of $A$, supposed that $p / w$ is continuous (which ensures that $w / p$ is a weight of the form (3.2)), then we see:

If $p / w \in \mathbf{C}, a|w / p| \in \mathbf{P C}_{|p / w|}$ and $b \in \mathbf{P C}^{0}$ with jumps in the zeros of $p / w$, then (5.6) is satisfied if and only if $A p^{-1} I \in \mathcal{L}\left(\mathbf{C}_{1}^{\gamma, \delta}, \mathbf{C}_{|p / w|}^{\gamma, \delta-1}\right)$.

This means that, under the above conditions, the implication "(ii) $\Rightarrow$ (5.6)" is equivalent to the implication " $A \in \mathcal{L}\left(\mathbf{C}_{u}^{\gamma, \delta}, \mathbf{C}_{v}^{\gamma, \delta-1}\right) \Rightarrow A p^{-1} I \in \mathcal{L}\left(\mathbf{C}_{1}^{\gamma, \delta}, \mathbf{C}_{|p / w|}^{\gamma, \delta-1}\right)$ ". Now we get some doubts with respect to the validity of "(ii) $\Rightarrow(5.6) "$ in case $u \not \equiv 1$. (Instead of this, we think that
(ii) is equivalent to some smoothness property of $A p^{-1}$ in which jumps in the zeros of $u$ are allowed.) However, it is remarkable that the weights $u$ and $v$ do not appear on the right hand side of (5.6). This means that we have to check (5.6) if we want to find weights $w$ which are well-appropriated to transform the unweighted operator $a I+S b I$ into a weighted operator $A=a w I+$ SbwI which has good properties in polynomial approximation spaces, independent of the possible choices for the weights of these spaces.

Proof of Theorem 5.7. The equivalence of (i) and (ii) is already proved (Corollary 5.5) and it remains to show that (5.6) implies (ii). For this, let $f \in \mathbf{C}_{u}^{\gamma, \delta}$ and take best approximations $f_{n} \in \Pi_{n}$ and $g_{n} \in \Pi_{n}$ of $f$ and $A p^{-1}$, respectively, i.e.,

$$
E_{n}^{u}(f)=\left\|f-f_{n}\right\|_{u} \quad \text { and } \quad E_{n}^{|p / w|}\left(A p^{-1}\right)=\left\|A p^{-1}-g_{n}\right\|_{|p / w|} .
$$

Then we obtain, for all $n \in \mathbb{N}$,

$$
\begin{aligned}
E_{2 n-1+\operatorname{deg} p}^{v}\left(f p A p^{-1}\right) & \leq\left\|\left(f p A p^{-1}-f_{n} p g_{n}\right) v\right\| \\
& \leq\left\|\left(f-f_{n}\right) u \cdot(p / w) A p^{-1}\right\|+\left\|f_{n} u \cdot(p / w)\left(A p^{-1}-g_{n}\right)\right\| \\
& \leq c\left\|\left(f-f_{n}\right) u\right\|+\left\|f_{n}\right\|_{u}\left\|(p / w)\left(A p^{-1}-g_{n}\right)\right\| \leq \frac{c\|f\|_{u, \gamma, \delta}}{(n+1)^{\gamma} \ln ^{\delta-1}(n+2)} .
\end{aligned}
$$

For $n=0$ we have $f_{n}=g_{n}=0$ and the above estimate yields $\left\|f p A p^{-1}\right\|_{v} \leq c\|f\|_{u}$. Now it is easy to show that $E_{m}^{v}\left(f p A p^{-1}\right) \leq c\|f\|_{u, \gamma, \delta}(m+1)^{-\gamma} \ln ^{1-\delta}(m+2)$ for all $m \in \mathbb{N} \cup\{0\}$ (since $E_{m} \leq E_{2 n-1+\operatorname{deg} p}$ for $\left.m \in\{2 n-1+\operatorname{deg} p, 2 n+\operatorname{deg} p\}\right)$, i.e. $\left(p A p^{-1}\right) \cdot I \in \mathcal{L}\left(\mathbf{C}_{u}^{\gamma, \delta}, \mathbf{C}_{v}^{\gamma, \delta-1}\right)$.

We finish this section with the consideration of some special cases in which (5.6) is satisfied:

Proposition 5.9 Let $\gamma>0$ and $\delta \in \mathbb{R}$ be fixed. In all of the following cases, the operator $A$ is bounded from $\mathbf{C}_{u}^{\gamma, \delta}$ into $\mathbf{C}_{v}^{\gamma, \delta-1}$.
(i) $A=A_{\alpha, \beta}=a v^{\alpha, \beta} I+S b v^{\alpha, \beta} I$ with constants $a, b, \alpha, \beta$ as in Proposition 3.5. (For generalizations of this case we refer to [17], Section 9.5 and Theorem 9.9.)
(ii) $b$ arbitrary (i.e., satisfying only (5.2)) and $a=-w^{-1} p S b w p^{-1}$. (Remember that this a satisfies (5.1); see the end of the proof of Lemma 5.3.)
(iii) $a$ and $b$ such that

$$
\begin{aligned}
& \text { awp }{ }^{-1} \in \mathbf{C}_{|p / w|}^{\gamma, \delta-1} \text { and } \\
& \varphi^{-r} b w p^{-1} \in \mathbf{C}_{|p / w|}^{\gamma, \delta} \text { for some } r>\gamma(\text { or } r=\gamma \text { if } \delta \leq 0) \text {, where } \varphi(x):=\sqrt{1-x^{2}} .
\end{aligned}
$$

Especially, $a$ and $b$ have to vanish in the zeros and jumps of $p / w$ and $b$ also in $\pm 1$.
(iv) $a w p^{-1} \in \mathbf{C}_{|p / w|}^{\gamma, \delta-1}$ and $b w p^{-1} \chi_{[-1,1]} \in \mathbf{C}_{|p / w|}^{\gamma, \delta}[-2,2]$.

Proof. In case (i) we have $p=-\operatorname{sign}(\alpha) v^{r, s}$, where $r$ and $s$ are 1 or 0 in dependence of the sign 1 or -1 of $\alpha$ and $\beta$, respectively. Hence, $w / p=-\operatorname{sign}(\alpha) v^{\widetilde{\alpha}, \widetilde{\beta}}$ with $\widetilde{\alpha}=\alpha-r$ and $\widetilde{\beta}=\beta-s . A_{\widetilde{\alpha}, \widetilde{\beta}}=-\operatorname{sign}(\alpha)\left(a v^{\widetilde{\alpha}, \widetilde{\beta}} I+b S v^{\widetilde{\alpha}, \widetilde{\beta}} I\right)$ is again an operator as in Proposition 3.5, where $\widetilde{\alpha}+\widetilde{\beta}=-1$. Thus, $A p^{-1}=A_{\widetilde{\alpha}, \widetilde{\beta}} 1=0$, i.e., (5.6) is satisfied (and, even more, we have a special case of situation (ii)).

The assumption in (ii) is only a reformulation of $A p^{-1}=0$ (i.e., $A$ is equal to the operator $A-\left(p A p^{-1}\right) \cdot I$ from Corollary 5.5).

To prove the assertion in case (iii), we first apply Corollary 5.5 in the non-weighted case with $|p / w|$ instead of $w_{u}$ and $w_{v}$ :

$$
\begin{equation*}
\ln \frac{1+.}{1-.} \cdot I+S \in \mathcal{L}\left(\mathbf{C}_{|p / w|}^{\gamma, \delta}, \mathbf{C}_{|p / w|}^{\gamma, \delta-1}\right) . \tag{5.7}
\end{equation*}
$$

If we take into account that $\varphi^{r} \ln (1+) /.(1-$.$) belongs to \mathbf{C}_{1}^{r,-1} \subseteq \mathbf{C}_{1}^{\gamma, \delta-1}([7]$, Section 8.5), then it is easy to prove that

$$
\begin{equation*}
b w p^{-1} \ln \frac{1+.}{1-.}=\frac{b w p^{-1}}{\varphi^{r}} \cdot \varphi^{r} \ln \frac{1+.}{1-.} \in \mathbf{C}_{|p / w|}^{\gamma, \delta-1} . \tag{5.8}
\end{equation*}
$$

Moreover, the function $\varphi^{r}$ belongs to $\mathbf{C}_{1}^{r, 0} \subseteq \mathbf{C}_{1}^{\gamma, \delta}\left([7]\right.$, Section 8.5) and this implies bwp ${ }^{-1}=$ $\varphi^{r} \cdot \varphi^{-r} b w p^{-1} \in \mathbf{C}_{|p / w|}^{\gamma, \delta}$. Hence, application of (5.7) to the function $b w p^{-1}$ yields, together with (5.8), $S b w p^{-1} \in \mathbf{C}_{|p / w|}^{\gamma, \delta-1}$. By assumption, the other part of $A p^{-1}$ also belongs to $\mathbf{C}_{|p / w|}^{\gamma, \delta-1}$, i.e., (5.6) is satisfied.

In case (iv) we only have to mention that, after a linear transformation $[-1,1] \rightarrow$ $[-2,2],(5.7)$ holds similarly for the singular integral operator $S_{[-2,2]}$ on $[-2,2]$. Thus,

$$
\begin{equation*}
\ln \frac{2+.}{2-.} \cdot I+S_{[-2,2]} \in \mathcal{L}\left(\mathbf{C}_{|p / w|}^{\gamma, \delta}[-2,2], \mathbf{C}_{|p / w|}^{\gamma, \delta-1}[-2,2]\right) \tag{5.9}
\end{equation*}
$$

and we get $S b w p^{-1}=S_{[-2,2]} b w p^{-1} \chi_{[-1,1]} \in \mathbf{C}_{|p / w|}^{\gamma, \delta-1}\left(\right.$ since $\left.\ln (2+.) /(2-.) \in \mathbf{C}^{\infty}[-1,1]\right)$.

Of course, the conditions in (iii) and (iv) are very restrictive and further investigations are necessary to find weaker assumptions which imply $\left(p A p^{-1}\right) \cdot I \in \mathcal{L}\left(\mathbf{C}_{u}^{\gamma, \delta}, \mathbf{C}_{v}^{\gamma, \delta-1}\right)$. In view of the length of this paper we give up further considerations in this direction. We only mention that probably one cannot give much weaker assumptions on $a$ and $b$ if one wants to prove the stronger assertion (5.6) without supposing any further connection between the parts $a w p^{-1}$ and $S b w p^{-1}$ of $A p^{-1}$ (as in (ii)). In other words: If the transformation $a I+S b I \rightarrow a w I+S b w I$ shall lead to an operator with good properties in pairs of polynomial approximation spaces, where the upper bound for the parameter $\gamma$ of these spaces shall be
large, independent of the possible choices for the weights of these spaces, then one should try to determine $w p^{-1}$ in such a way that the "bad parts" of $a w p^{-1}$ and $S b w p^{-1}$ disappear in the sum $a w p^{-1}+S b w p^{-1}=A p^{-1}$. Now the question is, under which conditions on $a$ and $b$ is it possible to find such a weight $w p^{-1}$ (for which $\left|w p^{-1}\right|$ is an integrable power weight with negative exponents)? In literature (see e.g., [17], Chapter 9) one often considers operators with Hölder continuous coefficients, for which it is possible to find an appropriated weight $w$ such that the weighted operator $A$ maps polynomials into polynomials (see the next section for more details). For such operators one can show that $A p^{-1} \in \Pi$, i.e. (5.6) holds for all $\gamma$ and $\delta$. Maybe it is possible to generalize this known construction of the weight $w$ to the case of operators with piecewise Hölder continuous coefficients. We leave this as an open question.

## 6 The operator $\rho^{-1}(a w \varrho I+b S w \varrho I)$

Take the notation and assumptions from the beginning of the preceding section and choose some function $\varrho:(-1,1) \backslash\left\{x_{1}, \ldots, x_{N}, y_{1}, \ldots, y_{M}\right\} \rightarrow \mathbb{C}$ such that

$$
P:=b \varrho^{-1} \in \Pi \quad \text { and } \quad \varrho v^{-1} \in \mathbf{L}^{1}(-1,1) .
$$

Now we consider the operator

$$
B:=a w I+P S w \varrho I=\varrho^{-1}(a w \varrho I+b S w \varrho I) .
$$

For example, we may take $\varrho=b$, but in this case we get the operator

$$
A:=a w I+S b w I
$$

which we have already studied. The operator $B$ is of interest if one wants to study integral equations in which an operator of the type $a w_{0} I+b S w_{0} I, w_{0} \in \mathbf{L}^{1}$, appears. In this case one can look for some $\varrho$ such that $b / \varrho \in \Pi$ and $w=w_{0} / \varrho$ is a weight of the form (3.2). Then, $\varrho^{-1}\left(a w_{0} I+b S w_{0} I\right)$ is our operator $B$. We remark that the operators

$$
\begin{equation*}
a \sigma I+\pi^{-1} S b \sigma I \quad \text { and } \quad a \sigma I+P S \sigma_{0} I=c\left(a \sigma_{0} I+\pi^{-1} b S \sigma_{0} I\right) \tag{6.1}
\end{equation*}
$$

with Hölder continuous coefficients $a, b:[-1,1] \rightarrow \mathbb{R}$ (satisfying $a^{2}+b^{2}>0$ ) and appropriated weight $\sigma=\sigma(a, b)$ which are usually considered in literature (see [17], Chapter 9) fit in our theory: For these operators we have $\sigma=v^{\alpha, \beta} h$ with certain $\alpha, \beta \in(-1,1)$ and some Hölder continuous function $h \neq 0$. Moreover, it is usually supposed that $c^{-1} v^{-|\alpha|,-|\beta|}$ is a generalized Jacobi weight. Particularly, $c^{-1} v^{-|\alpha|,-|\beta|} \in \mathbf{L}^{1}$. Thus, the operators in (6.1) correspond to $A$ and $B$ if we take $w=v^{\alpha, \beta}, \widetilde{a}=a h, \widetilde{b}=b h / \pi$ and $\rho=c^{-1} h$.

If we look at the difference

$$
\begin{equation*}
(A f-B f)(x)=\int_{-1}^{1} \frac{P(t)-P(x)}{t-x} \varrho(t) w(t) f(t) d t \tag{6.2}
\end{equation*}
$$

which belongs to $\Pi_{\text {deg } \mathrm{P}}$ for all $f \in \mathbf{C}_{u}$, then it becomes clear that, for all $\gamma>0$ and $\delta \in \mathbb{R}$,

$$
\begin{equation*}
B \in \mathcal{L}\left(\mathbf{C}_{u}^{\gamma, \delta}, \mathbf{C}_{v}^{\gamma, \delta-1}\right) \text { if and only if } A \in \mathcal{L}\left(\mathbf{C}_{u}^{\gamma, \delta}, \mathbf{C}_{v}^{\gamma, \delta-1}\right) \tag{6.3}
\end{equation*}
$$

(Remark that $A-B \in \mathcal{L}\left(\mathbf{C}_{u},\left(\Pi_{\operatorname{deg} \mathrm{P}},\|\|.\right)\right)$ and, hence, $A-B \in \mathcal{L}\left(\mathbf{C}_{u}, \mathbf{C}_{v}^{\gamma, \delta}\right)$ for all $\gamma, \delta$.) (6.3) means that we can use Theorem 5.7 to check whether $B$ belongs to $\mathcal{L}\left(\mathbf{C}_{u}^{\gamma, \delta}, \mathbf{C}_{v}^{\gamma, \delta-1}\right)$.

Remark 6.1 If we do not suppose that $P$ is a polynomial, but a continuous and sufficiently smooth function, then usually (6.3) remains true up to a certain upper bound for the value of $\gamma$. For example, if $\varrho \in \mathbf{L}^{\infty}(-1,1)$, then, for fixed $f \in \mathbf{C}_{u}$, the right hand side of (6.2) can be viewed as an operator $A_{f}$ applied to $P$, and the proof of Lemma 3.4 shows that $A_{f} \in \mathcal{L}\left(\mathbf{C}^{0}, \mathbf{B}_{v}\right)$ with $\left\|A_{f}\right\| \leq c\|f\|_{u}$. But $A_{f}$ maps $\Pi_{n}$ into $\Pi_{n}$ and it follows $A_{f} \in \mathcal{L}\left(\mathbf{C}_{1}^{\gamma_{0}, \delta_{0}}, \mathbf{C}_{v}^{\gamma_{0}, \delta_{0}-1}\right)$, again with $\left\|A_{f}\right\| \leq c\|f\|_{u}$. This means that $A-B \in \mathcal{L}\left(\mathbf{C}_{u}, \mathbf{C}_{v}^{\gamma_{0}, \delta_{0}-1}\right)$ if $\varrho \in \mathbf{L}^{\infty}(-1,1)$ and $P \in \mathbf{C}_{1}^{\gamma_{0}, \delta_{0}}$, i.e., in this case (6.3) is true for $0<\gamma<\gamma_{0}$ and, if $\delta \leq \delta_{0}$, also for $\gamma=\gamma_{0}$.

## 7 Remarks and Generalizations

In the preceding sections we have studied the mapping properties of Cauchy singular integral operators $A=a w I+S b w I$ and $B=\varrho^{-1}(a w \varrho I+b S w \varrho I), \varrho^{-1} \in b^{-1} \Pi$, with an arbitrary fixed weight $w$ of the form

$$
w(x)=\prod_{i=1}^{L}\left[\operatorname{sign}\left(x-z_{i}\right)\right]^{\eta_{i}}\left(x-z_{i}\right)^{\mu_{i}}, \quad-1 \leq z_{1}<\ldots<z_{L} \leq 1, \quad \eta_{i} \in\{1,2\}, \quad \mu_{i}>-1
$$

in pairs of approximation spaces based on $\mathbf{C}_{u}$ and $\mathbf{C}_{v}$, respectively, where the power weights $u=\left|w_{u}\right| \in \mathbf{L}^{\infty}(-1,1)$ and $v=\left|w_{v}\right| \in \mathbf{L}^{\infty}(-1,1) \cap\left\{v: v^{-1} \in \mathbf{L}^{1}(-1,1)\right\}$ correspond to a representation $w=w_{u} / w_{v}$ of the type (3.2). (We remark that $w$ has a jump in $z_{i}$ if $\mu_{i}=0$ and $\eta_{i}=1$. In this case we have $\alpha\left(z_{i}\right)=\beta\left(z_{i}\right)$ in all admissible representations (3.2) of w.) As singularities of the coefficient functions $a$ and $b$ we have admitted jumps (or even logarithmic singularities for $a$ ). Unfortunately, the corresponding assumptions (5.1) and (5.2) depend on $u$ and $v$. In other words: In dependence on the singularities of $a$ and $b$, there are restrictions on the possible choices of the weights $w_{u}$ and $w_{v}$ in (3.2). One may ask for mapping properties in pairs of spaces those weights do not satisfy these restrictions. Thus, let us consider a representation (3.2) of $w$ which corresponds to arbitrary fixed power weights $u(x)=\prod_{i=1}^{N}\left|x-x_{i}\right|^{\alpha_{i}}$ and $v(x)=\prod_{j=1}^{M}\left|x-y_{j}\right|^{\beta_{j}}$ satisfying (3.1), and let

$$
\begin{equation*}
a \in \mathbf{P C}_{l\left[\xi_{1}, \ldots, \xi_{R}\right]}, \quad b \in \mathbf{P C}^{0}\left(\xi_{1}, \ldots, \xi_{R}\right), \text { where }-1=\xi_{1}<\xi_{2}<\ldots<\xi_{R}=1 \tag{7.1}
\end{equation*}
$$

(without supposing any connection between the singularities $\xi_{i}$ and the zeros of $u$ and $v$ ). Then it is clear that $a w I \in \mathcal{L}\left(\mathbf{C}_{u}^{0}, \mathbf{P C}_{v l\left[\xi_{1}, \ldots, \xi_{R}\right]}\right), b I \in \mathcal{L}\left(\mathbf{C}_{u}^{0}, \mathbf{P C}^{0}\left(w_{u} ; \xi_{1}, \ldots, \xi_{R}\right)\right)$ (since $f \in \mathbf{C}_{u}^{0}$ implies $f w_{u} \in \mathbf{C}^{0}$ ), and $S w b I \in \mathcal{L}\left(\mathbf{C}_{u}^{0}, \mathbf{P} \mathbf{C}_{v\left(\xi_{1}, \ldots, \xi_{R}\right)}\right)$ (Proposition 4.2). Hence,

$$
\begin{equation*}
A \in \mathcal{L}\left(\mathbf{C}_{u}^{0}, \mathbf{P C}_{v}\left[\xi_{1}, \ldots, \xi_{R}\right]\right) \tag{7.2}
\end{equation*}
$$

Of course (since the continuity in $x_{i}$ of the part $w_{u} f$ of $a w f=\left(a / w_{v}\right) w_{u} f$ has to be understood in the sense of the $\left.\operatorname{limit} \lim _{x \rightarrow x_{i}}\left(w_{u} f\right)(x)=0\right)$, we must mention that, from now on, the images of operators have to be viewed as continuous functions on $(-1,1) \backslash$ $\left\{x_{1}, \ldots, x_{N}, y_{1}, \ldots, y_{M}, \xi_{1}, \ldots, \xi_{R}\right\}$ (i.e., only on this set they are well-defined) and if continuity in other points is stated, then this has to be understood in the sense of limits.

For the part $a w I$ of $A$ we have more than (7.2):

$$
\begin{equation*}
\frac{a w}{l\left[x_{1}, \ldots, x_{N}\right]} I \in \mathcal{L}\left(\mathbf{C}_{u}^{0}, \mathbf{P} \mathbf{C}_{v l\left[\xi_{1}, \ldots, \xi_{R}\right]}\right) \tag{7.3}
\end{equation*}
$$

because of Lemma 3.7, even if only $a \in \mathrm{PC}_{l\left[\xi_{1}, \ldots, \xi_{R}\right]}\left(x_{1}, \ldots, x_{N}, y_{1}, \ldots, y_{M}\right)$ (which means, by definition, al $\left.\left[\xi_{1}, \ldots, \xi_{R}\right] \in \mathbf{P C}\left(\xi_{1}, \ldots, \xi_{R}, x_{1}, \ldots, x_{N}, y_{1}, \ldots, y_{M}\right)\right)$. If we apply this with $w^{-1} p l\left[x_{1}, \ldots, x_{N}\right] S b w p^{-1}$ instead of $a$ ( $p$ from (5.3)), taking into account that, by Proposition 4.2 (applied with 1 and $|p / w|$ instead of $w_{u}$ and $w_{v}$; see also the proof of Lemma 5.3),

$$
w^{-1} p l\left[x_{1}, \ldots, x_{N}\right] S b w p^{-1} \in \mathbf{P C}_{\left[\left[\xi_{1}, \ldots, \xi_{R}\right]\right.}\left(x_{1}, \ldots, x_{N}, y_{1}, \ldots, y_{M}\right),
$$

then it follows $\left(p A p^{-1}\right) \cdot I \in \mathcal{L}\left(\mathbf{C}_{u}^{0}, \mathbf{P C}_{v l\left[\xi_{1}, \ldots, \xi_{R}\right]}\right)$ and, consequently,

$$
\begin{equation*}
A-\left(p A p^{-1}\right) \cdot I \in \mathcal{L}\left(\mathbf{C}_{u}^{0}, \mathbf{P C}_{v l\left[\xi_{1}, \ldots, \xi_{R}\right]}\right) . \tag{7.4}
\end{equation*}
$$

As in Corollary 5.5 this implies

$$
\begin{equation*}
A-\left(p A p^{-1}\right) \cdot I \in \mathcal{L}\left(\mathbf{C}_{u}^{\gamma, \delta}, \mathbf{C}_{v l\left[\xi_{1}, \ldots, \xi_{R}\right]}^{\gamma, \delta-1}\right) \quad \text { for all } \gamma>0 \text { and } \delta \in \mathbb{R} \tag{7.5}
\end{equation*}
$$

Now we want to come back to the weight $v$ in the image space. For this we remark that, for some sufficiently small constant $C>0$ and for $-1=t_{1}<t_{2}<\ldots<t_{S}=1, \delta_{1}, \ldots, \delta_{S} \geq 0$ defined by

$$
\left\{t_{1}, \ldots, t_{S}\right\}=\left\{\xi_{1}, \ldots, \xi_{R}\right\} \cup\left\{y_{1}, \ldots, y_{M}\right\}, \quad \delta_{j}=\left\{\begin{array}{lll}
\beta_{i} & \text { if } t_{j}=y_{i} \\
0 & \text { if } & t_{j} \notin\left\{y_{1}, \ldots, y_{M}\right\}
\end{array}\right.
$$

the following estimate of the norm $\left\|P_{n} v\right\|, P_{n} \in \Pi_{n}(n \in \mathbb{N})$, holds true:

$$
\begin{aligned}
\left\|P_{n} v\right\| & \sim \max _{j=1, \ldots, S-1}\left\|P_{n}\left(t_{j+1}-.\right)^{\delta_{j+1}}\left(.-t_{j}\right)^{\delta_{j}}\right\|_{\mathbf{C}\left[t_{j}, t_{j+1}\right]} \\
& \leq c \max _{j=1, \ldots, S-1}\left\|P_{n}\left(t_{j+1}-.\right)^{\delta_{j+1}}\left(.-t_{j}\right)^{\delta_{j}}\right\|_{\mathbf{C}\left[t_{j}+C n^{-2}, t_{j+1}-C n^{-2}\right]}
\end{aligned}
$$

(see [7], Theorem 8.4.8). On $\left[t_{j}+C n^{-2}, t_{j+1}-C n^{-2}\right]$ we have $l\left[\xi_{1}, \ldots, \xi_{R}\right] \geq c / \ln (n+1)$ and $v \sim\left(t_{j+1}-.\right)^{\delta_{j+1}}\left(.-t_{j}\right)^{\delta_{j}}$. Hence,

$$
\left\|P_{n} v\right\| \leq c\left\|P_{n} v l\left[\xi_{1}, \ldots, \xi_{R}\right]\right\| \ln (n+1) \quad \text { for } P_{n} \in \Pi_{n} \text { and } n \in \mathbb{N} .
$$

$\left(c \neq c\left(n, P_{n}\right)\right)$. This implies that $\mathbf{C}_{v\left[\left[\xi_{1}, \ldots, \xi_{R}\right]\right.}^{0}$ is continuously imbedded into $\mathbf{C}_{v}$ (see [12], Theorem 4.2 and Remark 4.3, or [2], Theorem 4.9). Now we apply Lemma 5.4 with $v l\left[\xi_{1}, \ldots, \xi_{R}\right]$ instead of $u$ and with the embedding operator $B \in \mathcal{L}\left(\mathbf{C}_{v\left[\left[\xi_{1}, \ldots, \xi_{R}\right]\right.}^{0}, \mathbf{C}_{v}\right)$. It follows that $\mathbf{C}_{v\left[\xi_{1}, \ldots, \xi_{R}\right]}^{\gamma, \delta}$ is continuously imbedded into $\mathbf{C}_{v}^{\gamma, \delta-1}$ for all $\gamma>0$ and $\delta \in \mathbb{R}$. Together with (7.5) we obtain $A-\left(p A p^{-1}\right) \cdot I \in \mathcal{L}\left(\mathbf{C}_{u}^{\gamma, \delta}, \mathbf{C}_{v}^{\gamma, \delta-2}\right)$ and similarly to Theorem 5.7 and assertion (6.3) we get the following result:

Theorem 7.1 Let $\gamma>0$ and $\delta \in \mathbb{R}$ be fixed, and let $p=p_{w}$ be defined in (5.3). For $A=$ $a w I+S b w I$ and $B=\varrho^{-1}(a w \varrho I+b S w \varrho I)$ with $a, b$ satisfying (7.1) and $\varrho=b / P \in v \mathbf{L}^{1}(-1,1)$ $(P \in \Pi)$, the following assertions are equivalent:
(i) $A \in \mathcal{L}\left(\mathbf{C}_{u}^{\gamma, \delta}, \mathbf{C}_{v}^{\gamma, \delta-2}\right)$.
(ii) $B \in \mathcal{L}\left(\mathbf{C}_{u}^{\gamma, \delta}, \mathbf{C}_{v}^{\gamma, \delta-2}\right)$.
(iii) $\left(p A p^{-1}\right) \cdot I \in \mathcal{L}\left(\mathbf{C}_{u}^{\gamma, \delta}, \mathbf{C}_{v}^{\gamma, \delta-2}\right)$.

A sufficient condition which ensures the validity of (iii) (and (i),(ii)) is given by

$$
A p^{-1} \in \mathbf{C}_{|p / w|}^{\gamma, \delta-2} .
$$

Now we consider the question whether Theorems 5.7 and 7.1 can be generalized to other scales of approximation spaces based on $\mathbf{C}_{u}$ and $\mathbf{C}_{v}$, respectively. In other words: We are looking for generalizations of Lemma 5.4 and of the implication " $A p^{-1} \in \mathbf{C}_{|p / w|}^{\gamma, \delta} \Rightarrow$ $\left(p A p^{-1}\right) \cdot I \in \mathcal{L}\left(\mathbf{C}_{u}^{\gamma, \delta}, \mathbf{C}_{v}^{\gamma, \delta}\right)$ ". Generalizations of Lemma 5.4 can be obtained with the help of the reiteration theorem for approximation spaces ([10], Theorem 6.2 and Corollaries 6.3, 6.4). Another way is described in [11] (even in a general framework in which $\mathbf{C}_{u}, \mathbf{B}_{v}$, and $\Pi_{n}$ can be replaced by arbitrary Banach spaces $X, Y$, and nested subspaces $X_{n} \subseteq X \cap Y$ ):

Lemma 7.2 ([11], Theorem 2.3) Let $\mathcal{B}=\left\{b_{n}\right\}_{n=0}^{\infty}$ be a sequence of positive numbers such that, for some $C, \varepsilon>0$ and some $n_{0} \in \mathbb{N}$,

$$
b_{n+1} \leq C b_{n}(n \in \mathbb{N}) \quad \text { and } \quad\left\{b_{n}^{-1} \ln ^{1+\varepsilon}(n+2)\right\}_{n=n_{0}}^{\infty} \quad \text { is decreasing }
$$

Moreover, let $\mathbf{C}_{u}^{\mathcal{B}}:=A\left(\mathbf{C}_{u}, \mathbf{l}^{\infty}(\mathcal{B}) ;\left\{\Pi_{n}\right\}\right)$ (see the considerations after Definition 2.1) and set $\mathcal{B} / \log :=\left\{b_{n} / \ln (n+2)\right\}$. The space $\mathbf{C}_{u}^{\mathcal{B}}$ is continuously embedded into $\mathbf{C}_{u}^{0}$ and

$$
B \in \mathcal{L}\left(\mathbf{C}_{u}^{0}, \mathbf{B}_{v}\right), B\left(\Pi_{n}\right) \subseteq \Pi_{n+k}(k: \text { constant }) \quad \text { imply } \quad B \in \mathcal{L}\left(\mathbf{C}_{u}^{\mathcal{B}}, \mathbf{C}_{v}^{\mathcal{B} / \log }\right) .
$$

(The last assertion follows from $b_{n} \geq c b_{n+k}$ and [11], estimate (2.2), which asserts that $E_{n+k}^{v}(B f) \leq c\|f\|_{\mathbf{C}_{u}^{\mathcal{B}}} b_{n}^{-1} \ln (n+2)$ for all $n \in \mathbb{N}$ and all $f \in \mathbf{C}_{u}^{\mathcal{B}}$.)

Lemma 7.2 shows that Corollary 5.5 (which corresponds to $\left.b_{n}=(n+1)^{\gamma} \ln ^{\delta}(n+2)\right)$ can be generalized to the pair $\left(\mathbf{C}_{u}^{\mathcal{B}}, \mathbf{C}_{v}^{\mathcal{B} / \log }\right)$ if $\mathcal{B}$ satisfies the above conditions. Thus, for such $\mathcal{B}$, the first part of Theorem 5.7 (and also (6.3)) remains true with $\mathcal{L}\left(\mathbf{C}_{u}^{\mathcal{B}}, \mathbf{C}_{v}^{\mathcal{B} / \log }\right)$ instead of $\mathcal{L}\left(\mathbf{C}_{u}^{\gamma, \delta}, \mathbf{C}_{v}^{\gamma, \delta-1}\right)$. If in addition $b_{2 n} \leq c b_{n}$, then, by a slight modification of the proof, also the last assertion of Theorem 5.7 can be generalized. Let us summarize:

Theorem 7.3 Let $\mathcal{B}$ satisfy the assumptions of Lemma 7.2 and suppose that $b_{2 n} \leq c b_{n}$ for all $n \in \mathbb{N}(c \neq c(n))$. Moreover, let $a, b$ satisfy the conditions (5.1),(5.2), and let $p=p_{w}$ be defined in (5.3). Then, for $A=a w I+S b w I$ and $B=\varrho^{-1}(a w \varrho I+b S w \varrho I)$ with $\varrho=b / P \in v \mathbf{L}^{1}(-1,1)(P \in \Pi)$, the following assertions are equivalent:
(i) $A \in \mathcal{L}\left(\mathbf{C}_{u}^{\mathcal{B}}, \mathbf{C}_{v}^{\mathcal{B} / \log }\right)$.
(ii) $B \in \mathcal{L}\left(\mathbf{C}_{u}^{\mathcal{B}}, \mathbf{C}_{v}^{\mathcal{B} / \log }\right)$.
(iii) $\left(p A p^{-1}\right) \cdot I \in \mathcal{L}\left(\mathbf{C}_{u}^{\mathcal{B}}, \mathbf{C}_{v}^{\mathcal{B} / \log }\right)$.

A sufficient condition which ensures the validity of (iii) (and (i),(ii)) is given by

$$
A p^{-1} \in \mathbf{C}_{|p / w|}^{\mathcal{B} / \log }
$$

Now we want to compare our results with the known result from [9], Section 9.10, in which it is shown that, for any $\alpha \in(0,1)$ and any power weight $\mu(x)=\prod_{i=1}^{R}\left|x-t_{i}\right|^{\gamma_{i}}$ with $-1=t_{1}<t_{2}<\ldots<t_{R}=1$ and $\alpha<\gamma_{i}<\alpha+1$ for all $i$, the following result is true:

$$
\text { If } a, b \in \mathbf{P C}\left(t_{1}, \ldots, t_{R}\right) \text { with } a_{\left(t_{i}, t_{i+1}\right)}, b_{\left.\right|_{\left(t_{i}, t_{i+1}\right)}} \in \mathbf{H}^{\alpha}\left(\left[t_{i}, t_{i+1}\right]\right) \text {, then }
$$

$$
\begin{equation*}
a I+b S \in \mathcal{L}\left(\mathbf{H}_{0}^{\alpha}(\mu), \mathbf{H}_{0}^{\alpha}(\mu)\right) \text { and } a I+S b I \in \mathcal{L}\left(\mathbf{H}_{0}^{\alpha}(\mu), \mathbf{H}_{0}^{\alpha}(\mu)\right), \text { where } \tag{7.6}
\end{equation*}
$$

$$
\mathbf{H}_{0}^{\alpha}(\mu)=\left\{f \in \mathbf{C}(\operatorname{supp} \mu): f \mu \in \mathbf{H}^{\alpha}([-1,1]) \text { and }(f \mu)\left(t_{i}\right)=0 \text { for all } i\right\} .
$$

Here we denote by $\mathbf{H}^{\alpha}(I)$ the space of all functions on $I$ which are Hölder continuous with exponent $\alpha$. Obviously, $a I, b I \in \mathcal{L}\left(\mathbf{H}_{0}^{\alpha}(\mu), \mathbf{H}_{0}^{\alpha}(\mu)\right)$ and so it is sufficient to deal with $S$ instead of $a I+b S$ and $a I+S b I$. First we will consider the weaker assertion

$$
\begin{equation*}
S \in \mathcal{L}\left(\mathbf{H}_{0}^{\alpha}(\mu), \mathbf{H}^{\alpha}(\mu)\right) \quad\left(\mathbf{H}^{\alpha}(\mu):=\left\{f \in \mathbf{C}(\operatorname{supp} \mu): f \mu \in \mathbf{H}^{\alpha}([-1,1])\right\}\right) \tag{7.7}
\end{equation*}
$$

Since every $f \in \mathbf{H}_{0}^{\alpha}(\mu)$ can be written as $f=\sum_{i} f_{i}$ with $f_{i} \in \mathbf{H}_{0}^{\alpha}\left(\left|x-t_{i}\right|^{\gamma_{i}}\right)$ and $f_{i} \equiv 0$ outside some closed neighborhood $N\left(t_{i}\right)$ of $t_{i}$ which contains no other $t_{j}$, this mapping property is proved if one can show that, for $\mu_{t, \gamma}(x):=|x-t|^{\gamma}, t=t_{i}$ and $\gamma=\gamma_{i}$ fixed,

$$
\begin{equation*}
S \in \mathcal{L}\left(\widetilde{\mathbf{H}}_{0}^{\alpha}\left(\mu_{t, \gamma}\right), \mathbf{H}^{\alpha}\left(\mu_{t, \gamma}\right)\right), \quad \widetilde{\mathbf{H}}_{0}^{\alpha}\left(\mu_{t, \gamma}\right):=\left\{f \in \mathbf{H}_{0}^{\alpha}\left(\mu_{t, \gamma}\right): f \equiv 0 \text { outside } N(t)\right\} \tag{7.8}
\end{equation*}
$$

With our theory it is not possible to obtain exactly this result, since we consider other pairs of spaces. However, we are able to conclude "almost" the same result: First we remark that, obviously, $\mathbf{H}_{0}^{\alpha}\left(\mu_{t, \gamma}\right)$ is continuously embedded into $\mathbf{L}_{t, \gamma-\alpha}^{\infty}:=\left\{f: f \mu_{t, \gamma-\alpha} \in \mathbf{L}^{\infty}(-1,1)\right\}$. Together with $\mu_{t, \gamma} S-S \mu_{t, \gamma} I \in \mathcal{L}\left(\mathbf{L}_{t, \gamma-\alpha}^{\infty}, \mathbf{C}_{t, \gamma-\alpha}^{\gamma,-1}\right)$ (see Remark 6.1; $\mathbf{C}_{t, \gamma-\alpha}^{\gamma,-1}:=\mathbf{C}_{u}^{\gamma,-1}$ with $\left.u=\mu_{t, \gamma-\alpha}\right)$ we obtain $\mu_{t, \gamma} S-S \mu_{t, \gamma} I \in \mathcal{L}\left(\mathbf{H}_{0}^{\alpha}\left(\mu_{t, \gamma}\right), \mathbf{C}_{t, \gamma-\alpha}^{\gamma,-1}\right)$. After transformation onto $[-2,2]$, taking into account that $f \in \widetilde{\mathbf{H}}_{0}^{\alpha}\left(\mu_{t, \gamma}\right)$ implies $f \mu_{t, \gamma} \chi_{[-1,1]} \in \mathbf{H}^{\alpha}[-2,2]$, we get

$$
\mu_{t, \gamma} S-S \mu_{t, \gamma} I \in \mathcal{L}\left(\widetilde{\mathbf{H}}_{0}^{\alpha}\left(\mu_{t, \gamma}\right), \mathbf{C}_{t, \gamma-\alpha}^{\gamma,-1}[-2,2]\right) .
$$

In [14], (7.27) and proof of (7.22), it is shown, for $t \neq \pm 1,\left\|P_{n} \mu_{t, \gamma-\alpha}\right\| \sim\left\|P_{n}\left(\mu_{t, \gamma-\alpha}+n^{\alpha-\gamma}\right)\right\|$, $P_{n} \in \Pi_{n}, n \in \mathbb{N}$. After transformation onto $[-2,2]$ it follows (since $t \neq \pm 2$ )

$$
\left\|P_{n}\right\|_{\mathbf{C}[-2,2]} \leq c n^{\gamma-\alpha}\left\|P_{n} \mu_{t, \gamma-\alpha}\right\|_{\mathbf{C}[-2,2]} \quad \text { for } P_{n} \in \Pi_{n} \text { and } n \in \mathbb{N} .
$$

$\left(c \neq c\left(n, P_{n}\right)\right)$. This implies that $\mathbf{C}_{t, \gamma-\alpha}^{\gamma,-1}[-2,2]$ is continuously imbedded into $\mathbf{C}_{1}^{\alpha,-1}[-2,2] \subseteq$ $\mathbf{H}^{\alpha-\varepsilon}:=\mathbf{H}^{\alpha-\varepsilon}([-1,1])([2]$, Theorem 4.9 and [10], Example 6.5). Consequently,

$$
\mu_{t, \gamma} S-S \mu_{t, \gamma} I \in \mathcal{L}\left(\widetilde{\mathbf{H}}_{0}^{\alpha}\left(\mu_{t, \gamma}\right), \mathbf{H}^{\alpha-\varepsilon}\right) .
$$

From (5.9), applied with 1 instead of $|p / w|$, it follows $S \mu_{t, \gamma} I \in \mathcal{L}\left(\widetilde{\mathbf{H}}_{0}^{\alpha}\left(\mu_{t, \gamma}\right), \mathbf{H}^{\alpha-\varepsilon}\right)$. Thus,

$$
\mu_{t, \gamma} S \in \mathcal{L}\left(\widetilde{\mathbf{H}}_{0}^{\alpha}\left(\mu_{t, \gamma}\right), \mathbf{H}^{\alpha-\varepsilon}\right), \quad \text { i.e., } \quad S \in \mathcal{L}\left(\widetilde{\mathbf{H}}_{0}^{\alpha}\left(\mu_{t, \gamma}\right), \mathbf{H}^{\alpha-\varepsilon}\left(\mu_{t, \gamma}\right)\right),
$$

which is weaker than (7.8). So we only get $S \in \mathcal{L}\left(\mathbf{H}_{0}^{\alpha}(\mu), \mathbf{H}^{\alpha-\varepsilon}(\mu)\right)$ instead of (7.7). We can also prove that, for $f \in \mathbf{H}_{0}^{\alpha}(\mu), \mu S f$ vanishes in all $t_{i}$ : One can show that $f \in \mathbf{H}_{0}^{\alpha}(\mu)$ implies $f \in \mathbf{H}_{0}^{\delta}(\widetilde{\mu})$, where $\widetilde{\mu}(x)=\prod_{i=1}^{R}\left|x-t_{i}\right|^{\gamma_{i}-\alpha+\delta}$ and $0<\delta \leq \alpha$ such that $\gamma_{i}-\alpha+\delta<1$ for all $i$. (This is only needed if $\max \gamma_{i} \geq 1$. Otherwise we can take $\delta=\alpha$.) From (5.9), now applied with $\widetilde{\mu}$ instead of $|p / w|$, it follows, with some $\eta>0, S f=S_{[-2,2]} f \chi_{[-1,1]} \in \mathbf{C}_{\widetilde{\mu}}^{\eta,-1}$, since, by Lemma 2.3, $H_{0}^{\delta}(\widetilde{\mu})$ (considered as space of functions on $[-2,2]: f \rightarrow f \chi_{[-1,1]}$ ) is continuously embedded into $\mathbf{C}_{\widetilde{\mu}}^{\eta, 0}[-2,2](\eta=\delta / k)$. This implies $(\widetilde{\mu} S f)\left(t_{i}\right)=0$ and, consequently, $(\mu S f)\left(t_{i}\right)=0$ for all $i$. (Alternatively, we can take $\delta<\alpha$ and then this follows from $S \in \mathcal{L}\left(\mathbf{H}_{0}^{\delta}(\widetilde{\mu}), \mathbf{H}^{\delta-\varepsilon}(\widetilde{\mu})\right)$.) So we can conclude the following result, which is a little bit weaker than (7.6):

$$
a I+b S, a I+S b I \in \mathcal{L}\left(\mathbf{H}_{0}^{\alpha}(\mu), \mathbf{H}_{0}^{\alpha-\varepsilon}(\mu)\right) .
$$

The reason for this loss of $\varepsilon$ is that, in our theory, we consider $\mathcal{L}\left(\mathbf{C}_{u}^{\gamma, \delta}, \mathbf{C}_{v}^{\gamma, \delta-1}\right)$ instead of $\mathcal{L}\left(\mathbf{C}_{u}^{\gamma, \delta}, \mathbf{C}_{v}^{\gamma, \delta}\right)$. Thus, a loss of one power of $\ln n$ for the convergence order of the best approximation errors of the image functions is admitted. We conjecture that in reality we have no such loss. In the following special case this is already known, but the proof is so hard that, in the framework of this paper, we give up further considerations in this direction.

Remark 7.4 ([13], Proof of Theorem 3.1) Let $\beta \in(0,1)$ and let $A_{-\beta, \beta}$ be the operator from Proposition 3.5. Then, for $u=v^{0, \beta}$ and $v=v^{\beta, 0}, A_{-\beta, \beta} \in \mathcal{L}\left(\mathbf{C}_{u}^{\gamma, \delta}, \mathbf{C}_{v}^{\gamma, \delta}\right)(\gamma>0, \delta \in \mathbb{R})$. $A$ similar result is true for $A_{\beta,-\beta}$.

We mention that in [13] it is proved more (end of the proof of [13], Theorem 3.1):

$$
E_{2 n}^{v}\left(A_{-\beta, \beta} f\right) \leq c \sum_{i=0}^{\infty} E_{2^{i} n}^{u}(f) \quad \text { for } f \in \mathbf{C}_{u}^{0} \text { and } n \in \mathbb{N} \quad(c \neq c(n, f))
$$

We finish this paper with two remarks about the characterization of $\mathbf{C}_{u}^{\gamma, \delta}(\gamma>0, \delta \in \mathbb{R}, u$ a power weight with positive exponents) in terms of smoothness properties of its elements. For this aim, let $r \in \mathbb{N}$ and define the modulus of smoothness

$$
\begin{aligned}
\omega_{\varphi}^{r}(f, t)_{u}:= & \sup _{0<h \leq t}\left\|u \Delta_{h \varphi}^{r} f\right\|_{\mathbf{C}\left(\left[-1+4 r^{2} h^{2}, 1-4 r^{2} h^{2}\right] \backslash\right.}^{\left.\backslash_{x_{i} \in(-1,1)}\left(x_{i}-4 r h, x_{i}+4 r h\right)\right)} \\
& +\inf _{P \in \Pi_{r}}\|(f-P) u\|_{\mathbf{C}\left[-1,-1+4 r^{2} t^{2}\right]}+\inf _{P \in \Pi_{r}}\|(f-P) u\|_{\mathbf{C}\left[1-4 r^{2} t^{2}, 1\right]} \\
& +\sum_{x_{i} \in(-1,1)} \inf _{P \in \Pi_{r}}\|(f-P) u\|_{\mathbf{C}\left[x_{i}-4 r t, x_{i}+4 r t\right]}
\end{aligned}
$$

([5]). Here we denote by $\Delta_{h}^{r} f$ the $r$-th central difference of $f$ (i.e., $\left(\Delta_{h}^{1} f\right)(x)=\left(\Delta_{h} f\right)(x):=$ $f\left(x+\frac{h}{2}\right)-f\left(x-\frac{h}{2}\right), \Delta_{h}^{r} f:=\Delta_{h}\left(\Delta_{h}^{r-1} f\right)$ for $\left.r>1\right)$, and $\Delta_{h \varphi}^{r} f$ means that, in $\left(\Delta_{h}^{r} f\right)(x), h$ has to be replaced by $h \varphi(x)$, where $\varphi(x):=\sqrt{1-x^{2}}$. For $h \geq(2 r)^{-1}$ we set $\left[-1+4 r^{2} h^{2}, 1-4 r^{2} h^{2}\right]:=$ $\emptyset$ and $\|\cdot\|_{\mathbf{C}(\emptyset)}:=0$.

Remark 7.5 ([5], Theorem 3.1) $f \in \mathbf{C}_{u}$ belongs to $\mathbf{C}_{u}^{\gamma, \delta}$ if and only if, for some arbitrary fixed $r>\gamma, \omega_{\varphi}^{r}(f, t)_{u} \leq c t^{\gamma} \ln ^{-\delta}\left(1+t^{-1}\right)$ for all $t \in(0,1]$. Moreover, the expression

$$
\|f\|_{u}+\sup _{t \in(0,1]} \frac{\omega_{\varphi}^{r}(f, t)_{u}}{t^{\gamma}} \ln ^{\delta}\left(1+t^{-1}\right)
$$

defines an equivalent norm in $\mathbf{C}_{u}^{\gamma, \delta}$.
One can also use properties of derivatives of $f$ to estimate the behaviour of $E_{n}^{u}(f)$ :
Remark 7.6 ([5], Corollary 3.1) Let $\alpha_{i} \notin\{1, \ldots, r\}$ for all $x_{i} \in(-1,1)$ and let $f \in$ $\mathbf{C}^{(r-1)}\left((-1,1) \backslash\left\{x_{1}, \ldots, x_{N}\right\}\right) \cap \mathbf{C}^{(r-s-1)}((-1,1))$, where $s:=\min \left\{r, \min _{x_{i} \in(-1,1)}\left[\alpha_{i}\right]\right\}$ and $\mathbf{C}^{(-1)}((-1,1)):=\mathbf{C}\left((-1,1) \backslash\left\{x_{1}, \ldots, x_{N}\right\}\right)$. If $f^{(r-1)} \in \mathbf{A C}_{\mathrm{loc}}\left((-1,1) \backslash\left\{x_{1}, \ldots, x_{N}\right\}\right)$ and, in case $s<r, f^{(r-s-1)} \in \mathbf{A C}_{\text {loc }}((-1,1))$, then

$$
E_{n}^{u}(f) \leq c n^{-r} \inf _{P \in \Pi_{n}}\left(\|(f-P) u\|+\left\|\left(f^{(r)}-P^{(r)}\right) \varphi^{r} u\right\|\right) \quad \text { for all } n \in \mathbb{N}
$$

$(c \neq c(n, f))$. Here we denote by $\mathbf{A C}_{\mathrm{loc}}(M)$ the set of all functions which are absolutely continuous on every compact interval $I \subseteq M$.
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